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ABSTRACT
Fault Tolerance in Carrier Grade systems is a critical factor to achieve the 

99.999% mark of system availability. In order to achieve this level of availability at a system level, each element of the H.323 network must be robust enough and the implementation of each must follow an unambiguous protocol specification for the same. Some important and necessary changes to the protocol are also suggested in this text.

Introduction

In order to target H.323 for carrier grade systems, the all important 99.999% availability factor for systems comes into picture. This factor is primarily from the perspective of physical system availability. However, a more important factor – that of service availability and service continuity is what needs to be addressed in more detail. This is further complicated due to the different ways in which the present H.323 text is interpreted. 

The following sections talk about the protocol scenarios of H.323 and associated problems with the same, as concerned to fault tolerance. Changes to the H.323 text is also proposed for a consistent interpretation of the protocol procedures for the availability aspect. 

1. Problem Definition

There are three types of faults possible – local component failure or remote component failure or transient network failure.

In case of network node’s component failure, if the component has a hot standby, it will take over. If this newly active component also assumes the network address of the failed component then the nodes directly connected to the failed component will not know about the failure. Such cases are not in the scope of this text and H.323.

Complementary to the above, if the standby takeover is not transparent to other network nodes (e.g. reliable communication channel termination point changes), the handling shall be as per the text in the following sections.

The recovery of the failed component entails two factors – the component itself and the interfaces with other nodes in the network. The recovery of the component is a matter of implementation (as it depends on the architecture and redundancy schemes of the system) and is not in the scope of this text and H.323. But, as the termination points of the reliable channel may be from two different vendors, the recovery procedures of the channels must be defined unambiguously by the protocol.

Therefore, this text focuses on the recovery of the reliable channels.

2. Requirements

The following list captures the set of requirements for an H.323 carrier grade system installed in a network demanding high availability.

1. Network elements with high fan-in/high fan-out connections in the network must have high availability. GK, MCU and GW qualify as per this definition and hence are a target for high-availability.

2. Any high availability system is expected to have more than one redundant copies of itself – in hardware and/or software. The exact nature of the redundancy is left to the specific implementation.

3. It is required that each of the redundant copies synchronize with each other (in some implementation defined manner) to keep the information in each of the active and standby entities current.

4. Reliable communication channels terminating on the high-availability components must be restored in a near-transparent manner – transparent to the application and not necessarily to the underlying H.323 protocol.

5. Messages during a transition should not be lost.

6. To enable interoperability among different implementations, the protocol specification must clearly define the procedures for fault tolerance.

3. Problems in current specification

In the current specification, there is no procedure specified to handle the scenario when a reliable channel fails. Some of the problems not identified/tackled in the specification are:

1. Who detects channel failure?

2. Who initiates re-establishment of the channel?

3. If both the network nodes initiate the re-establishment, how is the conflict resolved?

4. In case a node did not detect a failure and the remote end opens a new channel, how is this correlated to the old channel? If the old channel is still active (as viewed locally) how shall that be treated?

5. How is the AltEp/AltGk info used?

6. How is the newly created channel correlated to the call(s) on the old channel?

7. How are the two ends synchronized after channel re-establishment?

4. Possible Approaches

There are five steps in the procedure of fault detection and recovery.

Step 1: Failure detection and standby takeover. The mechanism is system-dependant. Successful completion of these procedures means that the standby has taken over the operations. Both nodes may detect the failure of reliable communication channel and both may initiate recovery procedure.

Step 2: Information exchange for opening new channel. There are four different approaches for this. All these approaches consider the call-signaling channel only. If the call-signaling channel is active and the H.245 channel fails, the node detecting the failure can send a facility message with the facility reason as “starth245” and new H.245 TA in the facility UU-PDU.

Approach 1:
This involves intimating the other end of the channel that the original channel has failed. This intimation carries the channel identification (i.e. TA of both ends) and the list of calls associated with the channel. The other end shall respond with a new TA on which the new channel is to be opened. In case of an exception, a reject shall be sent. The ORQ should be simultaneously sent to the original node as well as to the highest priority AltEp/AltGk (whichever is applicable). In case both the nodes respond, the response from original node shall be considered.

For this purpose, a new set of RAS messages has been introduced. These messages are named as ORQ (Open channel Request), OCF (Open channel Confirm) and ORJ (Open channel Reject).
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ORQ: The network node detecting the failure of a reliable communication channel must send this to the peer. It is possible that both the nodes detect the failure condition and send this message to each other simultaneously. In this case, a conflict resolution procedure similar to specified in paragraph 3 of sec. 8.2.3 of H.323 [1] shall be applied using localCallSignalingAddress. LocalCallSignalingAddress and remoteCallSignalingAddress are used to identify the failed channel. The list of assocResources is used to map the affected calls.

OpenchannelRequest::=SEQUENCE -- (ORQ)

{


requestSeqNum


RequestSeqNum,


nonStandardData

NonStandardParameter OPTIONAL,


localCallSignalingAddress
TransportAddress,


remoteCallSignalingAddress
TransportAddress,


assocResources


SEQUENCE OF SEQUENCE


{



conferenceID

ConferenceIdentifier,

callRefernceValue
CallReferenceValue,

callIdentifier

CallIdentifier OPTIONAL,



...


},


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,

...

}

OCF: The network node getting an ORQ shall send this, if it wins in conflict resolution (if applicable) as specified above. In this message, the node must specify a new local call signaling address. The peer will open a new channel on this address. 

OpenchannelConfirm::=SEQUENCE -- (OCF)
{


requestSeqNum


RequestSeqNum,


newCallSignalingAddress
TransportAddress,


nonStandardData

NonStandardParameter OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,


...

}

ORJ: The network node getting an ORQ shall respond with ORJ, if it looses the conflict resolution (if applicable). In this case, the reject reason must be filled as designatedSlave.

OpenchannelReject::=SEQUENCE -- (ORJ)
{


requestSeqNum

RequestSeqNum,


rejectReason

OpenRejectReason,

nonStandardData
NonStandardParameter OPTIONAL,


tokens


SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens

SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue
ICV OPTIONAL,


...

}

OpenRejectReason::=CHOICE

{

designatedSlave
NULL,
-- This terminal has lost in conflict

-- resolution.

invalidConferenceId
NULL,


undefinedReason
NULL,


securityDenial

NULL,


...

}
Approach 2:
In this case no information exchange is done and the node that detects failure tries to establish the channel on all the known addresses of the peer. If only one TA is known and that happens to be ephemeral, port 1720 is used. For this approach to work, the GK shall also listen on the port 1720 for incoming channel requests. In case more than one such channel establishment succeeds, the channel connected to the TA being used already, if succeeds, shall have priority. If none of these channels is connected to the TA being used already, channel connected to port 1720 shall have the priority. If none of the channels is connected to 1720 also, it is left to the implementation to select only one of the successfully connected channels. Rest of the channels shall be closed.

If both the nodes detect the failure simultaneously, both will try to establish the channel simultaneously. If this conflict happens, the conflict resolution procedure similar to specified in paragraph 3 of sec. 8.2.3 of H.323 [1] shall be applied using local TA on which channel establishment request has been received.

Approach 3: 

In this case, facility messages are exchanged in the call setup phase, reporting the peer about the call signaling address to be used in such an eventuality. For this purpose, the alternativeAddress field in the Facility-UUIE is set to this standby call-signaling address and the reason is filled as undefinedReason. In usual case, when undefinedReason is filled as reason, the alternativeAddress field will not be filled, so this facility can be easily distinguished from the facility with really undefined reason.
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If both the nodes detect the failure simultaneously, both will try to establish the channel simultaneously. If this conflict happens, the conflict resolution procedure similar to specified in paragraph 3 of sec. 8.2.3 of H.323 [1] shall be applied using local TA on which channel establishment request has been received.

Approach 4: In this case,  the network node detecting failure finds out the new call-signaling TA through out of band means. In this case, if both the nodes detect failure simultaneously, the conflict resolution is also performed through out of band means.

Step 3: Opening new channel. This follows the normal procedures of opening a reliable communication channel.

Step 4: Mapping of resources from failed channel to new channel. This is implementation specific.

Step 5: State synchronization. This depends on the protocol being used over reliable communication channel (e.g. Q.931, H.245). In case of Q.931, both the nodes shall send STATUS ENQUIRY to the peer. On getting the STATUS, if a mismatch is detected, the application shall take appropriate action. In case of H.245, no such procedure is required due to the inherent nature of the protocol. In case H.245 messages are being tunneled in Q.931 messages or fast connect procedure is being used through Q.931, the procedure for state synchronization is same as that for Q.931.

5. Suggested Approach

In our opinion, approach number 2 shall be adopted. This requires no modification in the existing procedures except that it must be mandated for the gatekeeper to listen to the port number 1720 for the incoming call-signaling channel connection establishment request. Following modifications should be made in the H.323 [1] text. 

1. Gatekeeper shall listen at port 1720 for the incoming call-signaling channel connection establishment request.

2. A procedure should be added in the text as per specified in section 5. For step 2, approach 2 should be used.

6. Backward Compatibility

Approach 2 ensures that the network nodes complying to H.323 version 1 can also support these procedures as the existing set of messages with the information content present in version 1 are used.
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