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1 Introduction

The current text regarding Multiple Virtual MGs is ambiguous in the definition of how a Physical Media Gateway with Multiple Virtual Gateways is composed.

2 Discussion

The text of H.248 sect 6.8.1 is unclear in the way that Virtual Gateways are used in a Physical Media Gateway. The use of pooled resources and the linking of Virtual Gateways is not addressed. Suggested improvements are below.

3.0 Proposal

6.8.1 Multiple Virtual Gateways

A physical MG may consist of one or more logical MGs each known as a Virtual MG.

A virtual MG consists of a set of statically partitioned Terminations or/and sets of ephemeral Terminations. The mechanism for allocating Terminations to virtual MGs is a management method outside the scope of the protocol.  Each of the virtual MGs appears to the MGC as a complete MG client. 

Resources related to the terminations may be statically assigned to a termination , may be pooled per Virtual Media Gateway, pooled for several Virtual Media Gateways  or pooled per Physical Media Gateway. An MGC can only release/modify terminations and the resources that the termination represents which it has previously seized via the Add command.
A physical MG may have only one network interface, which must be shared across virtual MGs.  In such a case, the packet/cell side Termination is shared.  It should be noted however, that in use, such interfaces require an ephemeral instance of the Termination to be created per flow, and thus sharing the Termination is straightforward.  This mechanism does lead to a complication, namely that the MG must always know which of its controlling MGCs should be notified if an event occurs on the interface.

In the case that a physical MG has many network interfaces each Virtual media gateway may be individually addressed.
When a physical Media Gateway contains several Virtual Media Gateways a call may occur that traverses multiple Virtual gateways. In this case terminations may be considered logical entities and the connection between them realised internally in the physical Media Gateway. 
In the case where multiple Virtual Media Gateways share pooled resources in normal operation, the Virtual MG will be instructed by the MGC to create network flows (if it is the originating side), or to expect flow requests (if it is the terminating side) when physical resources are utilised they should be marked as in use and other MGC be given read-only access to the resources. How this is achieved is considered an internal implementation issue.
I In the case where multiple MGCs control the same virtual Media Gateway, if an unexpected event occurs, the Virtual MG must know what to do with respect to the physical resources it is controlling at that instant.

If recovering from the event requires manipulation of the physical interface state,  only one MGC should do so.  These issues are resolved by allowing any of the MGCs to create EventDescriptors to be notified of such events, but only one MGC can have read/write access to
the physical interface properties; all other MGCs have read-only access.  The management mechanism is used to designate which MGC has read/write capability, and is designated the Master MGC.

Each virtual MG has its own Root Termination.  In most cases the values for the properties of the Root Termination are independently settable by each MGC. For multiple MGC control of a single virtual or Physical Gateway where there can only be one value, the parameter is read-only to all but the Master MGC.
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