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Introduction

The editorial change proposals are aimed at the Annex F - ServiceChange Procedures. Please refer to the revision marks in the document.

___________________

Annex F

ServiceChange Procedures

F.1
Scope

This annex describes the use of Service Change procedures when certain events occur on a MG or MGC. It serves to clarify the ServiceChange change procedures as described in sections 7.2.8/H.248.1 and 11/H.248.1. Where there are discrepancies between this annex and H.248.1 the procedures of H.248.1 take precedence of those described in this annex.

The events leading to the sending of a ServiceChange command described in this annex are:

1. MG Registration - The MG registers with a MGC and a control association is established.

2. MG Re-Registration - The MG registers with a MGC after it has been requested to do so from a MGC.

3. MG Service Cancellation - The MG informs the MGC that terminations or the MG as a whole is to be taken Out-of-Service.

4. MG Service Restoration - The MG has recovered after failure and notifies the MGC.

5. MG Redundant Takeover - A secondary MG takes over in the instance of failure or maintenance of a primary MG.

6. MG Lost Communication - The MG informs the MGC that it had previously lost communication with the MGC but this communication has now been restored.

7. MG Capability Change - The MG informs the MGC that the capabilities of terminations or the MG as a whole has changed.

8. MGC Initiated MG Re-Registration - The MGC informs the MG that it should re-register with itself or another MGC.

9. MGC Initiated Service Restoration - The MGC has recovered after failure and orders the MG to place the relevant terminations in an initial state.

10. MGC Initiated Service Cancellation - The MGC informs the MG that terminations or the MG as a whole is being taken Out-of-Service.

11. MGC Redundant Failover - The primary MGC is failing and directs the MG to register with a specific secondary MGC.

Figure 1 illustrates ServiceChange triggering events, in which entity the respective event appears and which event pairs are correlated.
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Figure F.1/H.248.1 - Trigger Events for ServiceChange


[image: image2]
Figure F.2/H.248.1 - Simple ServiceChange state model
F.2
Control Association Definition

A control association is a communication relationship whereby an MGC is controlling an MG.  A control association is instantiated via registration.  The control association is terminated by the MG going Out-of-Service, being successfully handed off to an alternate MGC, or successfully failing over to an alternate MGC.  An MG shall have at most one control association at any time except where a physical MG is split into one or more Virtual MGs.  In the Virtual MG case, each Virtual MG shall have at most one control association.  Only MGs may instantiate control associations.  Control associations as defined here apply only within the context of media gateway control signalling.  This definition should not be confused with that of control associations in the context of transport (TCP, UDP, etc.). At the time of control association establishment, the MGC does not necessarily have knowledge of the state of all terminations on the MG.

Usage of ServiceChange commands on the Root termination only affect the Virtual MG to which the Root termination belongs.  Other Virtual MGs on the same physical MG are unaffected.

F.3
Events leading to ServiceChange Procedures

F.3.1
MG Registration

The MG may register in one of three ways:

· Announcing its initial presence, or “registration” by using the ServiceChangeMethod “Restart” with ServiceChangeReasons 901 (“Cold Boot”) or 902 (“Warm Boot”),

· Indicating that it is changing its association via the ServiceChangeMethod “Failover” and ServiceChangeReason 909 (“MGC Impending Failure”),

· Indicating that it was commanded to change its association via the ServiceChangeMethod “Handoff” and ServiceChangeReason 903 (“MGC Directed Change”).

Registration starts when the initial ServiceChange command is sent from the MG to the MGC and is completed when the command is replied by the MGC without an alternate address or an error and the ServiceChangeProfile is agreed between the MGC and MG.  The control association is established upon completion of registration.  Registration always occurs on the Root termination.  Any existing control association between the MGC and MG is terminated upon initiation of a new registration.  All commands from the previous control association shall be ignored.  

ServiceChangeProfile is used by registration. See section F.5.5 for details.

ServiceChangeVersion is used by registration. See section F.5.6 for details.

F.3.2
MG Re-Registration

MG Re-registration occurs in two cases:

1. When the MGC replies to the initial MG registration with an alternate ServiceChangeMgcId address or an error or when the MGC doesn’t reply at all. The MG shall then try to register with another MGC using the ServiceChangeMethod “Restart”. See section F.3.1. 

2. When the MGC requests the MG to re-register (section F.3.8). The MG shall then send a ServiceChange with ServiceChangeMethod “Handoff”, ServiceChangeReason 903 (“MGC Directed Change”) and the designated “ServiceChangeMgcId” (that is the current MGC).

3. When the MGC initiate service restoration (section F.3.9). The MG shall send a ServiceChange with ServiceChangeMethod “Restart” to establish a new control association with the MGC.
The re-registration is complete when the command is replied by a MGC without an alternate address or an error and the ServiceChangeProfile is agreed between the MGC and MG. If no response is received from the primary MGC then the MG shall follow the procedures of section F.3.1. ServiceChangeReasons 903 (“MGC Directed Change”) or 909 (“MGC Impending Failure”) are recommended.

The control association is established upon completion of registration.  Registration always occurs on the Root termination.  Any existing control association between the MGC and MG is terminated upon initiation of the re-registration. All commands from the previous control association shall be ignored.  

ServiceChangeProfile is used by re-registration. See section F.5.5 for details.

ServiceChangeVersion is used by re-registration. See section F.5.6 for details.

F.3.3
MG Service Cancellation

To place the MG “Out-of-Service”, the MG sends a ServiceChange command with a ServiceChangeMethod of “Forced” or “Graceful” on the Root termination.  See section F.4.1.1 for details.

To place a termination or group of terminations “Out-of-Service”, the MG sends a ServiceChange with a ServiceChangeMethod of “Forced” or “Graceful” on the termination/s in question.  See sections F.4.1.2 and F.4.1.3 for details.

ServiceChangeDelay indicates the time period at the end of which the service cancellation will occur.  See section F.5.3 for details.

To cancel a previously issued (and acknowledged) Graceful for the entire MG, the MG sends a ServiceChange command on the Root termination with a ServiceChangeMethod of Restart and ServiceChangeReason 918, “Cancel Graceful”.  The MG shall remain in service, and all terminations previously set Out-of-Service are returned to service unless otherwise signaled by the MG. In the event that a Cancel Graceful is received after the Delay timer has expired, the MG shall be deemed to have re-registered, just as if it had sent a Cold Boot.

To cancel a previously issued (and acknowledged) Graceful on a termination or group of terminations, the MG sends a ServiceChange with a ServiceChangeMethod of Restart and a ServiceChangeReason of Cancel Graceful on the termination/s in question.  The termination shall remain in service.  In the event that the termination has already transitioned Out-of-Service, it shall be returned to service just as it would with any ServiceChange Restart.

F.3.4
MG Service Restoration

The MG Service Restoration event occurs when a MG returns to service after a failure or maintenance action.

When sent by the MG, the MG sends a ServiceChange command to the MGC announcing that it has restarted or wishes to renegotiate the protocol version or H.248 profile with ServiceChangeMethod “Restart” and ServiceChangeReason 900 ("Service Restored").  The ServiceChangeReason will indicate what actions may need to be taken by the MGC..

F.3.5
MG Redundant Takeover 

There are two cases for MG redundant takeover:

1. Takeover initiated by Primary MG:

When a MG is going Out-of-Service and wishes to relinquish processing to a designated secondary MG, it sends a ServiceChange command to the MGC with ServiceChangeMethod “Failover” and a ServiceChangeReason of 908 (“MG Impending Failure”).  The MGC will cease messaging to the primary MG and terminate the control association.  The secondary MG shall then send a ServiceChange command with ServiceChangeMethod “Restart” and a ServiceChangeReason of 900 (“Service Restored”). The MGC shall then establish a new control association with the secondary MG.

2. Takeover initiated by Secondary MG:

When an optional secondary unit of a MG detects a maintenance or failure outage of the primary MG unit and the primary is unable to notify the MGC of the failure, the secondary MG shall send a ServiceChange command to the MGC with ServiceChangeMethod “Failover” and a ServiceChangeReason of either 919 (“Warm Failover”) or 920 (“Cold Failover”), as appropriate. The procedures of Section F.3.4 apply.

The MGC shall ignore all attempts at redundant takeover by unknown MGs.  The MGC must have knowledge, through provisioning or other means, that the secondary MG announcing takeover is associated with the failed primary MG and therefore has authorization to takeover for the primary MG.

In the instance where the secondary MG is known and has the authority to takeover for the primary MG, the MGC shall attempt to communicate with the primary MG to determine if it still functions.  This may be done via an empty AuditValue command or other suitable method (see section 11.5).  If the primary MG answers, the MGC shall reject the failover attempt.  If the primary MG fails to answer, the MGC shall assume that it has failed, and accept the warm or cold failover.  When the MGC accepts the warm or cold failover, the control association with the primary MG is removed and a new control association with the secondary MG is established.

F.3.6
MG Lost Communication 

<Editor’s Note: How does a MG detect that the link is restored, if it doesn’t send a ServiceChange to the primary MGC? This will have to be considered and added to this section.>

When the MG has detected a loss of communication with the MGC, the MG sends a ServiceChange command with a ServiceChangeMethod of “Disconnected” to the MGC in the current control association.  If the MGC fails to respond, the MG then sends a ServiceChange command with a ServiceChangeMethod of “Failover” and ServiceChangeReason 909 (“MGC Impending Failure”) to each MGC in its list in turn until it has successfully established a new control association, or it has exhausted its list of MGCs.


If the MGC in the original control association replies to the ServiceChange command, the control association continues without interruption, and all commands are processed as if there had been no loss of communication.  Otherwise, the original control association is terminated when the MG sends a ServiceChange to a new MGC, and all commands from the previous control association are ignored.  A new control association is established once the new MGC replies to the ServiceChange, completing the registration.

If the MG exhausts its list of MGCs without successfully establishing a control association, the MG waits a random amount of time and then attempts registration with the MGCs in its list again, starting with the MGC from the original control association.  The MG will send a ServiceChange with a ServiceChangeMethod of “Disconnected” to the MGC from the original control association each time the MG attempts to contact it.  The MG sends a ServiceChange with a ServiceChangeMethod of “Failover” to all other MGCs.

MGCs that receive ServiceChange commands with a ServiceChangeMethod of “Disconnected” should audit the MG to determine if a state mismatch has occurred due to lost messaging.

In these scenarios, ServiceChangeReason 900 (“Service Restored”) is recommended, though particular scenarios may require different ServiceChangeReason codes.

F.3.7
MG Capability Change 

To announce a change in capabilities of the MG, the MG sends a ServiceChange with an appropriate ServiceChangeMethod and a ServiceChangeReason of 916 (“Packages Change”) or 917 (“Capabilities Change”).  The MGC should audit the MG to determine the new capabilities of the MG.  For an inservice MG that sends a ServiceChange command with ServiceChangeMethod “Restart”, the control association continues uninterrupted through a capability change, and the MG is not considered to have undergone a system restart.

F.3.8
MGC Initiated MG Re-Registration 

The MGC may request the MG to re-register by issuing a ServiceChange command on Root with  ServiceChangeMethod “Handoff”, ServiceChangeReason 903 (“MGC Directed Change”) and its own ServiceChangeMgcId (that is, that of the current MGC). 

See section F.3.2 for action taken by the MG.

F.3.9
MGC Initiated Service Restoration

To request that the MG restart itself, the MGC sends a ServiceChange command to the MG with ServiceChangeMethod “Restart” and an appropriate ServiceChangeReason such as 900 (“Service Restored”) or 901 (“Cold Boot”).  The MG must establish a new control association in accordance with section F.3.2 using the indicated ServiceChangeReason.

To restore service to a termination or group of terminations, the MGC sends a ServiceChange with ServiceChangeMethod “Restart” on the termination/s in question.  See sections F.4.1.2 and F.4.1.3 for actions to be taken by the MGC.

ServiceChangeDelay indicates the time period at the end of which the service restoration will occur.  See section F.5.3 for details.
F.3.10
MGC Initiated Service Cancellation

F.3.10.1
Root Termination

To place the MG “Out-of-Service”, the MGC sends a ServiceChange command with a ServiceChangeMethod of “Forced” or “Graceful” on the Root termination.  Approriate ServiceChangeReasons may include 905 (“Termination taken out of service”), among others.  See section F.4.1.1 for actions to be taken by the MGC.

ServiceChangeDelay indicates the time period at the end of which the service cancellation will occur.  See section F.5.3 for details.

To cancel a previously issued (and acknowledged) Graceful for the entire MG, the MGC sends a ServiceChange command on the Root termination with a ServiceChangeMethod of “Restart” and ServiceChangeReason 918 (“Cancel Graceful”).  The MG shall remain in service, and all terminations previously set Out-of-Service are returned to service unless otherwise signaled by the MG. In the event that a Cancel Graceful is received after the Delay timer has expired, the MG shall report an error 502 (“Not Ready”) to the MGC.  The MG will be required to re-register to return to service.

F.3.10.2
Physical Terminations

To place a termination or group of terminations “Out-of-Service”, the MGC sends a ServiceChange command with a ServiceChangeMethod of “Forced” or “Graceful” on the termination/s in question.  Appropriate ServiceChangeReasons may include 904 (“Termination malfunctioning”), 905 (“Termination taken out of service”), 906 (“Loss of lower layer connectivity”), or 907 (“Transmission failure”), among others.  See sections F.4.2 and F.4.3 for actions to be taken by the MGC.

ServiceChangeDelay indicates the time period at the end of which the service cancellation will occur.  See section F.5.3 for details.

To cancel a previously issued (and acknowledged) Graceful on a termination or group of terminations, the MG sends a ServiceChange with a ServiceChangeMethod of “Restart” and ServiceChangeReason 918 (“Cancel Graceful”) on the termination/s in question.  The termination shall remain in service.  In the event that the termination has already transitioned Out-of-Service, it shall be returned to service just as it would with any ServiceChange Restart.

F.3.10.3
Ephemeral Terminations

The MGC shall not use ServiceChange to cancel service to ephemeral terminations.  Subtracting the termination from context is sufficient to eliminate the termination.

F.3.11
MGC Redundant Failover 

When the MGC in a control association encounters a maintenance or failure condition such that it must go Out-of-Service, it may direct the MG to a specific secondary MGC by sending a ServiceChange command with a ServiceChangeMethod of “Handoff”, a ServiceChangeReason of 903 (“MGC Directed Change”) and the address of the new MGC in the ServiceChangeMgcId parameter.  The control association is terminated upon the receipt of the command reply from the MG.  The MG then sends a ServiceChange command to the specified MGC with a ServiceChangeMethod of “Handoff” and a ServiceChangeReason of 903 (“MGC Directed Change”).  A new control association is established upon receipt of the command reply from the MGC.

In the event that the specified MGC rejects the handoff attempt or the MGC is unable to send a ServiceChange command with ServiceChangeMethod Handoff due to failure, the MG shall revert to the procedures for lost communication outlined in section F.3.6, starting with its provisioned primary.















































































            Test �(Modify command)





            Test �(Modify command)








         Restart �(Cancel Graceful)











Graceful





Graceful





Forced











Forced, Subtract





Forced








Restart, Disconnected, Failover, Handoff








Graceful Delay








Test





In-Service





Out-of-Service





Restart, Disconnected





Forced, Graceful








�This way is triggered by F.3.11 and not F.3.8.. So it is advised to indicate here.


�In this case, the MG has not established association control with any MGC, that is the MG register with another MGC is a registration and not a re-registration. So this case should be moved into F.3.1.


�Reword to state that Disconnected indicates loss and subsequent re-establishment of the control association.


�Need to discuss SCReasons here.  Maybe need to point to other scenarios.


�Need to add information about SCReasons.  Need to discuss context/termination disposition.
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