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Introduction

It is very important for the MGC and the MG to know each other’s real-time operate status over IP networks. To help them achieve this, H.248 provides a mechanism which is the application of the Inactivity Timer package for the MG to monitor the MGC and the AuditValue command with an empty Audit descriptor in reverse. However, there are many risks existing in the application of the Inactivity Timer package which would obstruct the mechanism to take effect. This contribution aims to discuss about these problems and introduce a simple enhanced mechanism based on the package as an efficient solution. Additionally, herein also issues some compatibility evaluation for this enhancement and the detailed edit proposed to H.248.14.
Discussion Section(s)

1. Problem Discussion

As two separate entities which are responsible for call control and media processing respectively, it is very important for the MGC and the MG to know each other’s real-time operate status over IP networks. To help them achieve this, H.248 provides a mechanism which is the application of the Inactivity Timer package for the MG to monitor the MGC and the AuditValue command with an empty Audit descriptor in reverse. Please refer to the section “11.5 MGC-MG link state monitoring” of the draft H.248.1 version 3 for detail.
The kernel idea of the Inactivity Timer package is to give the MG a certain ability to detect the failure of the MGC by message silence. The MG depends on the MGC to startup the monitoring mechanism by the Inactivity Timeout event in the package and setup the Inactivity Timer by the Maximum Inactivity Time parameter in the event for the ROOT termination. Please refer to the H.248.14 for detail.
However, there are many risks existing in the application of the Inactivity Timer package which would obstruct the mechanism to take effect, as follow:

On the one hand, to be able to startup the monitoring mechanism for the MGC’s status, the MG must depend on the MGC to send it the corresponding package, event and parameter. The MG has no way to startup the monitoring mechanism on its own initiative. Considering some possibilities below: 

Scenario A - The MGC can not support the Inactivity Timer package. This is very common for those existing MGCs which have not upgraded to support such new packages as Inactivity Timer package.
Scenario B - The MGC supports the Inactivity Timer package, but has not been configured to send it to some MGs. This is also very common for the existing networks. For example, if the MGC can only send a package either to all or not to any homologous MGs, and some of these MGs can not support this package, so the MGC may be manually configured not to send it.
Scenario C - The MGC encounters an accidental failure just followed the MG has successfully registered itself to the MGC. As a result, the MGC has no time to send the Inactivity Timer package to the MG. So the MG will continue to think the MGC is good, and the MGC is already failure actually.
Scenario D - The MGC has send the Inactivity Timer package to the MG, but the message with the package has lost over the networks. This is very possible for those unreliable transmission networks such as UDP.

All of the above possibilities will result in the potential risk in which MG does not receive the needed information to trigger the monitoring mechanism.
On the other hand, to prevent the MG from considering of the link is lost, the MGC need to send special messages to ensure the intervals of all messages are not timeout. The MGC may use some test or keep-alive messages to achieve it when no service control message need to be sent. This guard which against timeout of message interval and these redundant messages which unrelated to service control eat out the performance of the MGC and the resource of the networks.
Even if the MGC has done this, it still can not be guaranteed that the timeout would not happen on the MG’s waiting for the MGC’s messages, because the interval of the sending is not equal to the interval of the receiving over IP networks. So, the final decision on the MG about the link lost however depends on the MG has send the Notify command with an Inactivity Timeout event and whether received the MGC’s reply for it.
The above analysis shows that there are some serious problems existing in the current application mechanism of the Inactivity Timer package. It is inconsistent that the MG wants to monitor the MGC’s status, but whether it can be realized instead depends on the MGC’s status must be normal and can send the appropriate message to the MG. An enhancement to this mechanism need to be introduced to solve such logic deadlock.
2. Solution Introduction
This contribution proposes the following enhancements to the existing processing mechanism of the Inactivity Timer package defined in H.248.14:

Firstly, the MG should deploy an Inactivity Timer on its own initiative and the timeout threshold of this timer is set to a default value that can be configured. The MG should startup the timer after getting registered successfully with a certain MGC. The reception of any messages from that MGC, whether they are requests or replies, will cause the MG to reset the timer. Whenever a timeout occurs on the timer later, the MG should send a Notify command with an Inactivity Timeout event to the MGC from the ROOT termination and meanwhile reset the timer. Since the current Inactivity Timeout event is not requested by the MGC in advance, it should carry a RequestID parameter with the value 0, and the MGC shouldn’t consider it an error.

If the MGC has sent to the ROOT termination on the MG a message containing an Inactivity Timeout event with the Maximum Inactivity Time parameter set, then the MG should record the Inactivity Timeout event and its non-zero RequestID on its ROOT termination, meanwhile the timeout threshold of the Inactivity Timer should be set to the value of the Maximum Inactivity Time parameter. Similarly, whenever a timeout occurs on the timer later, the MG should send a Notify command with an Inactivity Timeout event to the MGC from the ROOT termination and meanwhile reset the timer. However, in this case, since the current Inactivity Timeout event is requested by the MGC in advance, it should carry an non-zero RequestID that was assigned by the MGC above.

Secondly, the MG may optionally deploy an Inactivity Counter, which has an initial value of zero and an upper threshold that can be configured, to count the times of the Inactivity Timer’s successive timeout. Whenever there is a timeout reported by the timer, the counter will be increased by one. In contrast, whenever there is a message received from the MGC, the counter will be reset. Only when the counter’s value exceeds the upper threshold, the MG will make a final judgment about that the MGC’s status is abnormal.
Comparing with the simply judgment base on whether received a reply to single Notify command, the advantage of the Inactivity Counter is the increasing to reliability and accuracy of the decision about link lost over IP networks. For example, single Notify command has no reply may not necessarily indicate the MGC is abnormal, because it is very possible that a transient disconnection of the networks causes the command or the reply lost.
Finally, the MGC doesn’t need to intentionally send special messages other than service control to the MG just in order to indicate itself alive. These special messages include the AuditValue command with an empty Audit descriptor, unless the MGC itself wants to use it to monitor the MG’s status. Even if the MGC need to do that, there is more flexibility for the MGC to control the interval of the AuditValue commands independent of the reversed monitoring.
3. Compatibility Evaluation
The enhancement proposed in this contribution is completely backward compatible with the existing processing mechanism defined in H.248.14. In fact, the former includes the latter just as a special case. The reasons are given as follows:

Firstly, the only modification brought by the enhancement to the MG is the ability to deploy an Inactivity Timer whose timeout threshold is set to a default value and startup the monitoring to the MGC’s status on its own initiative. If the MGC later sends an Inactivity Timeout event to the MG according the mechanism described in H.248.14, the only thing the MG needs to do is to override the default value of the Inactivity Timer’ timeout threshold with the value given by the MGC. The monitoring to the MGC’s status is uninterrupted.

Secondly, the MGC needn’t any virtually modification to support this enhancement. On the contrary, the MGC will be able to decide on its own demand whether and when to send messages to the MG including the AuditValue command, without needing to send redundant messages unrelated to service just to keep the messages intervals adequately short. However, even if the MGC sends testing or keeping active messages according the procedures defined in H.248.14, there is no problem will occur.

Finally, it is optional to use the times of the Inactivity Timer’s successive timeout as the threshold of the criterion about link lost. Beside this, the threshold can be optionally setup to accommodate widely various networks condition such as different duration of the transient networks disconnection. The processing mechanism defined in H.248.14 is actually a special case of this strategy where the threshold is setup to 1.

Conclusion

It’s proposed that this contribution be incorporated into the section “5.5 Procedures” of H.248.14. The proposed detailed edits are marked on the original text as follow:
ITU-T Recommendation H.248.14

Gateway control protocol: Inactivity timer package

1
Scope

This package contains an event that can be implemented by a MGC and by a MG on its root termination. The purpose of the event is to allow the MG to detect periods of silence of messaging from the MGC. Once the period of silence exceeds the threshold provided in the event, the MGC is notified.

2
References

The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

(
ITU-T Recommendation H.248.1 (2002), Gateway Control Protocol.

3
Definitions

See ITU-T Rec. H.248.1.

4
Abbreviations

This Recommendation uses the following abbreviations:

MG
Media Gateway

MGC
Media Gateway Controller

5
Inactivity Timer package

PackageID:
it, 0x0045

Version:
1

Extends:
None

This package provides support for MGs detecting the failure of MGCs by message silence and is only used on the ROOT termination.

5.1
Properties

None.

5.2
Events

Inactivity Timeout


EventID:
ito, (0x0001)


Detects that inactivity timer has expired. A mit value of 0 disables inactivity timing.


EventsDescriptor parameters:

Maximum Inactivity Time

ParameterID:
mit (0x0001)


Type:

integer (in 10 millisecond steps)


Possible values:
0..65535    (0, 10 ms, 20 ms, …, to 655.35 seconds)


ObservedEventsDescriptor parameters:



None

5.3
Signals

None.

5.4
Statistics

None.

5.5
Procedures

An MGC that support this package may detect whether or not a MG supports the package by auditing it. If the MG supports the package, the MGC may choose to set the inactivity timer event containing the maximum silence period or "maximum inactivity time" on the ROOT termination. The MGC may then try to ensure that the time between messages sent to that MG never exceeds this period. The MGC ensures this by sending any message as a test or keep-alive message (such as the empty Audit of ROOT) whenever no other message is needed within the period.

MGCs may test MGs using a test message (for example, an AuditValue command with an empty AuditDescriptor) without implementing this package or to test MGs that do not implement the package. This package adds the ability for MGs to detect MGC failure through message silence.

An MG that supports this package will monitor incoming messages for periods of silence exceeding the maximum inactivity timer value. The MG may startup this monitoring once it has registered successfully with an MGC and setup the inactivity timer with a default maximum value. Whenever the MG receives the event from the MGC, it will override the default maximum value of the inactivity timer with the "maximum inactivity time" in the event. On the detection of the silence period a Notify with the observed event is generated. If the MG issues the Notify prior to receiving the event from the MGC, the RequestID should be set to 0 to indicate this and the MGC shouldn’t consider it an error. Otherwise, the RequestID should be the non-zero value from the MGC.
NOTE ( The detection of the silence period may be done by starting a timer with the specified timeout that resets to zero on the arrival of each message from MGC and reaches timeout only after the indicated inactivity period. Another approach for the MG would be to keep a "message received" Boolean, which should be associated to a normal timer and set to 1 when each message is received. When the timer expires and the Boolean is still 0, the MG would send the event Notice; if the Boolean is 1, the MG would set the Boolean to 0 and restart the timer.

If the MGC has failed, the event will not receive a reply. If no reply is received, the MG will consider the MGC to have failed and will follow the procedures of 11.5/H.248.1. To increase the reliability and accuracy of this decision and accommodate widely various networks condition, the MG may count the times of the inactivity timer’s successive timeout by a counter named inactivity counter. Only when the counter’s value exceeds a certain upper threshold that can be configured, the MG will make a final judgment about that the MGC’s status is abnormal.
___________________
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