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Abstract



This contribution proposes the inter-gatekeeper communications with distributed gatekeeper architecture. The proposed inter-gatekeeper communications model is expected to provide scalability in view of the large-scale H.323 network. The extension of the existing H.323 signaling scheme has been proposed to accommodate the needs of the inter-gatekeeper communications protocol (IGCP).
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�Inter-Gatekeeper Communications with Distributed Gatekeeper Architecture of Multiple Zones

1. Introduction



In APC 1385 [1], both distributed and hierarchical inter-gatekeeper architectures along with the requirements have been presented. In the context of the large-scale network, the H.323 inter-gatekeeper communication protocols (IGCP) need to satisfy the basic constraints specified in requirements and inter-gatekeeper architectures. 



Moreover, H.323 provides multimedia communications services over packet based networks [2], and specifications are independent of any specific networking technologies. That is, a H.323 network can be a single or multiple transport networks in any combination that support H.323 entities [1].



The requirements for the inter-GK communications can be summarized as: scalability, independent of underlying transport networks, address translation, admission control, bandwidth control, application level QOS support, zone/domain management, security, roaming, and routing [1].



H.323v2 [2] and H.225.0v2 [3] specify the signaling messages that are also supposed to be used for communications with the gatekeeper, even some texts have been added to use these signaling schemes in multiple GK environment. However, it appears that these signaling messages may be suitable for a single gatekeeper in many limited networking environment (e.g., LANs, connectionless networks, etc.), it was not well-conceived whether these signaling messages would also be good enough to provide scalable solutions for inter-gatekeeper communications where a large number of gatekeepers will be communicating in view of the following:



Inter-gatekeeper requirements (that have to be met in the context the distributed, hierarchical, or hybrid [distributed + hierarchical] inter-gatekeeper communications architecture).

Lager-scale networks that use distributed, hierarchical, or hybrid (distributed + hierarchical) inter-gatekeeper communications architecture.

Networks can be connectionless, connection oriented, or hybrid (connectionless + connection oriented).



In [4], it is shown that even the “gatekeeper discovery” message needs extension in the context of inter-GK communications for the simple  “multicasting” implementation scheme. 



The fundamental question is whether or not all other H.323 signaling messages should also need to be extended considering all inter-GK requirements, architectures, and transport networking technologies. A thorough examination is needed before any conclusion is drawn. 



If we investigate how the information exchange due to gatekeeper discovery, address resolution, bandwidth control, and other H.323 signaling messages can be sent for inter-GK communications, there can be the following two methods:



Multicasting

Non-multicasting



Multicasting is efficient in a situation where everyone of a group needs to have a copy of the message or the message is sent only to entities that likely know the answer. However, if only one of the recipients is supposed to receive the message, multicasting will waste communication resources unnecessarily. 



A more intelligent non-multicasting scheme that can send the message from the source to the destination is needed to provide scalable solution in large-scale communications networking environment. 



The inter-gatekeeper communications using multicasting are somewhat attractive because of its simplicity in defining the logical relationships between the gatekeepers. However, the use of multicasting for the gatekeeper discovery, address translation, admission control, and/or bandwidth/QOS control can flood even the multicast enabled connectionless network like the Internet because the H.323 signaling messages need not go to all multicast recipients in most of the cases. The situation for the connection-oriented network may even be worse because of additional functions like virtual connection setup and teardown. In addition, many networks may not have the capability for multicasting or may have problems for efficient multicasting.



Non-multicasting methods may also be used for the gatekeeper discovery, address translation, admission control, and/or bandwidth/QOS control for inter-GK communications to provide scalable solution without flooding the network with multicasting storm. The existing DNS mechanism as described in H.225.0 Appendix D [3] can also be used for non-multicasting environment for the specific “gateway discovery” function. However, DNS provides a mechanism where the GKs are logically related in a “hierarchical fashion” that may not be scaleable for the connection oriented or hybrid (connectionless + connection oriented) network to provide the optimal solution even for the “gateway discovery” function. 



This situation forces to develop the IGCP that uses non-multicasting (other than DNS) based on the logical relationships between the gatekeepers (although multicasting may be kept as one of the options). 



In large networking environment, especially for the public network where millions of users throughout the world will be communicating, the followings are very critical:



Open communications protocols for using the standard-based systems in all phases of communications

Scalabilities for saving resources



In view of the above facts, it is quite appropriate to define the basic logical relationships between the gatekeepers that can be used as the fundamental building blocks for inter-GK communications. The IGCP should be suitable for all inter-GK logical relationships. The implementation of a specific inter-GK logical relationship can be chosen depending on scalability of the network once pros and cons for each basic relationship is understood.



In [1], we have seen that there can be three kinds of logical relationships that can exist for inter-GK communications: distributive, hierarchical, and hybrid (distributive + hierarchical).



In this paper we will only describe the IGCP for the distributive inter-GK architecture where communication is made using the non-multicasting method without any centralized control.

2. IGCP Characteristics for the Distributed Gatekeeper Architecture



In [1], we have discussed about the distributed gatekeeper architecture considering multiple logical zones. We are now proposing a scheme for an open communication protocol for communications between the H.323 gatekeepers and other entities (e.g., terminals, MCUs) that will provide scalable solution through saving resources in all communication environments described earlier.



Figure 1 shows the logical view of the distributed gatekeeper architecture of multiple zones. There is no centralized control. The communication environment consists of n number of zones with each zone having a single gatekeeper. Each H.323 entity will be communicating with its respective gatekeeper as described in H.323v2 [2]. As stated earlier, a gatekeeper has to satisfy many requirements, and for simplicity, we will consider only one requirement such as “address translation” (e.g. H.323 location request). Once we will see how the address translation function is performed in this distributive environment, we can then use this model for all other functions that need to satisfy inter-GK communications.
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Figure 1: Distributed Gatekeeper Architecture of Multiple Zones 



A single gatekeeper, as defined in H.323v2 [2], manages a zone while a zone is a collection of H.323 entities like terminals and multipoint control units (MCUs). The GKs shown in Figure 1 can be deployed in one of the two ways: static mode and dynamic mode. 



In static mode, each of the gatekeeper within the H.323 network is statically configured with the required addresses of the destinations served by each of the other GKs in the H.323 network. This is adequate for the deployment of GKs within a small-scale H.323 network. The need for configuration of the GKs especially for the large-scale network, however, restricts static mode deployment.



In dynamic mode, the GKs acquire knowledge of the destinations served by other GKs through the use of the inter-GK communications protocol (IGCP) that is being used for intrazone and interzone communications (e.g., H.323 registration and address translation). This IGCP that provides this capability in view of the distributed GK architecture is the subject of this paper. Each gatekeeper will have an address table for the destination entities it serves, and will have its own network level address as well. It is the lower network layer routing capabilities (e.g., intradomain and interdomain routing protocols) that will be used by the gatekeepers to acquire knowledge of the destinations served by the other gatekeepers�. It is not the intention of this contribution to go up to the network level routing schemes, and is left up to the network level implementations how routing protocols will be used to acquire the knowledge of the destinations server by the gatekeepers. The expectation is that the GK will have an abstraction of routing to transfer messages between the GKs. It is assumed that the GK serving a particular destination will lie along the routed path to that destination, and the lower layer can eventually translate the abstraction of the routing between the GKs into corresponding routing scheme within the network depending the specific networking technology (e.g., IP, ATM, FR, or others) to reach that destination. How the routing capabilities to be used is not the subject of this paper.



In multiple GK environment, it is very important to provide a maximum limit how many gatekeepers that a H.323 signaling message should traverse before being discarded. If we consider this field is defined as “pathValue�”, each GK will decrement this field as the signaling message transits the GK on the way to the next GK along the routed path to the destination. This application layer “pathValue” can be translated into the corresponding lower networking layer hop count or other functional entities as appropriate depending on the corresponding transport networking technologies.



In this distributive environment, the IGCP works as follows (Figure 1). When a H.323 entity determines that it needs to set up a H.323 call across the H.323 network, and hence needs to resolve a particular address (or addresses) as required by the H.323 scheme, it formulates and transmits an IGCP request message and sends to its GK. If the requested destination is served by this GK, it returns the address of that destination in an IGCP reply to the requester. If it does not, however, the GK consults its routing table (again, it is an abstraction of routing between the GKs, and is assumed that this higher layer’s routing abstraction will be translated into the corresponding lower layer’s routing scheme depending on the specific networking technology) to determine the GK next in the path to the destination address and forwards the request. At the next GK, the same algorithm is followed until a GK is reached that does indeed know the requested mapping. It may be mentioned that it does not mandate that the H.323 signaling message has to pass through the same path of the lower layer transport network. The lower layer transport path will be chosen in accordance to the criteria that are suitable for the particular networking technologies.



This GK then returns an IGCP reply, usually traversing in reverse order the same sequence of GKs that led to it, until the reply reaches the requesting GK, which then sends the reply to the requesting H.323 entity. The reason the reply generally traverses the return path is so all the intermediate GKs can also learn and cache the mapping – then the next time a node requests that mapping, the GK can respond directly, without forwarding the requests. 



However, if the determination is made that that no GK in the H.323 network can reply to the IGCP request for the destination address then a negative IGCP resolution reply is returned. This situation may occur when no forwarding can be made by any GK to resolve the destination address or an GK is unable to forward the IGCP resolution request (e.g., connectivity is lost).



This procedure shows how the GKs can solve the “address resolution” (e.g., H.323 location request) problem cooperatively without centralized control. The last GK that serves along the routed path is the serving GK.



A GK maintains a cache which contains addresses as needed to support the H.323 entities. This cache can be constructed after obtaining information from the H.323 registration and address translation request/reply messages.



An H.323 entity of a given zone that communicates with the GK of that zone may also maintain a cache of H.323 address resolution information. This cache can be populated through information obtained from H.323 address translation/resolution messages, from manual configuration, or through other mechanisms.



A transit GK receiving an IGCP resolution reply may cache address resolution information contained therein. To a subsequent IGCP resolution request, this GK may respond with the cached.



The unique functional features that need to be considered for this distributed IGCP are as follows:



Zone: A GK always manages a zone as defined in H.323v2 [2]. However, the zone template and syntax can be similar as proposed in [5]. It also seems to be appropriate to have new messages like zone request (ZRQ), Zone Confirm (ZCF), and Zone Reject (ZRJ) defined in [5]. However, the zone information can be exchanged between the autonomous� neighboring GKs for routing purposes as it is needed to route the signaling message to the next GK on the path to the destination. However, additional fields like the endpointType and gatekeeperIdentifier may also need to be added to facilitate inter-GK communications stated in this paper.



Serving GK: The serving GK is the final destination GK  that responds to the H.323 signaling messages.



Transit GK: The transit GK is the GK lying along the H.323 signaling path between the source entity and the responding GK.



PathValue: The path value indicates the maximum number of path values between the GKs that a H.323 signaling message is allowed to traverse before being discarded. This field is set based on the design parameter (not addressed in this paper), and its value depends on the specific implementation scheme of the underlying transport networking technologies. Each GK decrements the path value by a quantity depending on the value that is being allocated for a path as the H.323 signaling message transits the GK on its way to the next GK along the routed path to the destination. If a GK receives a message which would normally forward to a next GK and that message contains a “pathValue“ set to zero then the GK sends an error indication message back to the source entity, and the message is dropped. If a responding GK replies to the request, then a GK places a value in “pathValue” if it were sending a request of its own. 



Cache Management: Source H.323 entities, the GK serving destination, and any intermediate GKs will maintain caches. The way these entities will manage cache will depend on a number of factors as described below:



time-to-Live (TTL): TTL is the same as defined in H.323v2 [2]. This field specifies the holding time in number of seconds for which the information is considered valid. In this context, the cached information is valid up to the time specified in the TTL field, and should be discarded when the holding time expires.



Source H.323 Entities: Source entities will maintain cache all received resolution replies that they actively using. In order to preserve the “requestSeqNum” for retries, it is necessary that they also must cache “incomplete” entries, that is, those for which a resolution request has been sent but those for which a resolution reply has not been received.



Serving GKs: The GK serving the destination will cache all resolution requests to which it has responded. The cache will help the serving GK to issue “deregistration” or “parameter change” (e.g., “bandwidth change”) request if the information from all resolution requests to which it has responded in the resolution reply has the possibility of changing during its lifetime.



Transit GKs: A transit GK lying along the path between the source H.323 entity and the responding GK may cache source binding information contained in the resolution message that it forwards if the TTL value is greater than zero.

3. Extension of H.323 RAS Signaling Messages



We have seen that the IGCP protocol has some special requirements to communicate between the GKs in distributed environment. A close examination will reveal the fact that there is no need to create a complete new of sets of signaling messages for the IGCP since H.323 signaling messages already exist. As a first step, we will consider only the RAS signaling messages for extension because it is mandatory to send these messages through the GK, and the other optional signaling messages that can also be sent through the GK will be addressed later.



The next step is to examine the H.323 signaling schemes especially the RAS messages to accommodate the requirements of the IGCP that will allow to communicate between the GKs in distributed environment. 



RAS messages are sent between the H.323 entity and the GK. Now the RAS messages will be sent to a number of GKs between the source-destination path. Each GK is working in autonomous fashion exchanging information between the neighboring gatekeepers. The signaling messages should be capable enough to satisfy the requirements of the IGCP.



The RAS messages that we need to analyze are gatekeeper discovery (GRQ, GCF/GRJ), endpoint registration (RRQ, RCF/RRJ), endpoint location (LRQ, LCF/LRJ), admission (ARQ, ACF/ARJ), bandwidth change (BRQ, BCJ/BRJ), endpoint unregistration (URQ, UCF/URJ), disengage (DRQ, DCF/DRJ), information request (IRQ, IRR, IACK/INAK), resource availability (RAI, RAC), request in progress (RIP), non-standard message (NSM), and unknown message response (XRS).



The specific extensions/modifications that need to be done for each signaling message to meet the requirements of the IGCP where each GK works in a distributive fashion described earlier will be considered here although the triggering mechanisms of RAS messages still remain the same as defined in H.323v2.



It appears that the pathValue field has not been included in any of the signaling messages. So, we propose that this field should be included in every signaling message to facilitate the inter-GK communications:



pathValue: This value indicates, as stated earlier, how far a signaling message is allowed to traverse before being discarded. The transit GK decrements the “pathValue” by a quantity depending on the value that is being allocated for a path that has been traversed by the signaling message between the two gatekeepers.

The pathValue in each message should be set as if it were sending a message of its own.





The procedure for the H.323 signaling messages will remain almost the same as described in [2] with a difference that the pathValue parameter has to be set. This is a design parameter, and many algorithms can be developed to estimate this value and are beyond the scope of this paper.



In addition, the following modifications/extensions in the H.323 signaling messages should be made as described in the subsequent section.

3.1 Gatekeeper Discovery (GRQ, GCF/GRJ)



Gatekeeper discovery is the process that an endpoint uses to determine which gatekeeper to register with through auto discovery [2]. This automatic method allows the endpoint-GK association to change over time. The endpoint may not know who is its GK, or may need to identify another GK due to a failure.



There are three gatekeeper discovery messages [3]: GRQ, GCF, and GRJ. The GRQ message requests that any gatekeeper receiving it responds with a GCF granting it permission to register. The GRJ is a rejection of this request indicating that the requesting endpoint should seek another gatekeeper. 



However, we will propose how each message needs to be extended/modified in view of the IGCP requirements.



GRQ



The GRQ message is sent in a well-known gatekeeper port address as stated in [2]. Once the GRQ message is received by a GK of a given zone, the message is routed along the path using one of the criteria depending on the implementation policy stated below: 



The first GK that is willing to respond will send the GCF message with the transport address of the GK’s RAS channel along with zone information, and the GRQ will not be allowed to propagate anymore by that GK.

All the GKs along the routed path that are willing to respond may send the GCF message until the pathValue is zero or no GK is left to receive the message. If the responses are received more than one GKs, the same procedure as stated in [2] is used.



We propose that the following fields should be included modifying the GRQ message:



endpointType�: It is currently defined, and needs to be extended to accommodate the case where the sender could be a GK (and may not be an entity to register with), and also to identify the nature of the GK (zone, etc.).

gatekeeperIdentifier: It is currently defined, and needs to be extended to identify the type of receiving GK (such as zone, etc.) that the sender wishes to register with. 



GCF/GRJ



endpointType: Currently, this field has not been added for both GCF and GRJ messages. This field needs to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this filed should be as same as the GRQ message.



The corresponding changes that have been done in the case of GRQ should also be made in the gatekeeperIdentifier GCF and GRJ message field. In addition, the alternateGatekeeper field of GCF and GRJ message should also be extended to include the type (such as zone, etc.) identifying the GK.



3.2 Endpoint Registration (RRQ, RCF/RRJ)



Registration is the process by which an endpoint joins a Zone, and informs the GK of its Transport Address and alias addresses after identifying the GK through the discovery process [2]. We assume that the nature of the GK (zone, etc) should also be included in the address information. The RRQ is a request from a terminal to a GK to register. If the GK responds with a RCF, the terminal shall use the responding GK for future calls. If the GK responds with a RRJ, the terminal must seek another gatekeeper to register with.



The RRQ message is sent to the known GK address (TSAP, zone, etc.). Once the RRQ message is received by the GK of a given zone, the message is routed along the path using the following criteria stated below: 



When a GK receives a RRQ for which this is not serving then the GK forwards the message down the routed path toward the appropriate GK. 

All the transit GKs along the routed path will forward the RRQ message until the pathValue is zero or the serving GK is reached.

When the serving GK receives the RRQ message, it processes the message and prepares the reply.



We propose that the following fields should be included modifying the RRQ message:



RRQ



terminalType: It is currently defined as endpointType, and needs to be extended to accommodate the case where the sender could be a GK (and may not be an entity to register with), and also to identify the nature of the GK (zone, etc.) as in the case of the GRQ message.

gatekeeperIdentifier: It is currently defined, and needs to be extended to identify the type of receiving GK (such as zone, etc.) that has accepted the terminals registration.

alternateGatekeeper: It is currently defined, and needs to be extended to identify the type of GK (such as zone, etc.).





RCF/RRJ



terminalType: Currently, this field has not been added. This field needs to be added for both RCF and RRJ messages to facilitate the inter-GK communications as suggested in this distributive model. The definition of this field should be as same as the RRQ message.



In addition, the RCF and RRJ message fields that need to be extended are gatekeeperIdentifier and alternateGatekeeper as stated in the case of RRQ. 



3.3 Endpoint Location (LRQ, LCF/LRJ)



The location request message is sent by an endpoint or GK which has an alias address for an endpoint to a GK for address translation [2]. This message may be sent to the known GK address (TSAP, zone, etc.). 



The LRQ message is sent to the known GK address (TSAP, zone, etc.). Once the LRQ message is received by the GK of a given zone, the message is routed along the path using the following criteria stated below: 



When a GK receives a LRQ which has the destination address for which this is not serving then the GK forwards the message down the routed path toward the appropriate GK. 

All the transit GKs along the routed path will forward the LRQ message until the pathValue is zero or the serving GK is reached.

When the serving GK receives the LRQ message, it processes the message and prepares the reply.



More importantly, the transit GKs, serving GK, and source entity in the source-destination path will cache all the information related to LRQ, LCF, and LRJ messages.

LRQ



terminalType: Currently, this field has not been defined. This field needs to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this field should be as same as the RRQ message.

gatekeeperIdentifier: It is currently defined, and needs to be extended to identify the type of receiving GK (such as zone, etc.).



LCF



terminalType and gatekeeperIdentifier: Currently, these two fields have not been added for the LCF message. These fields need to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this field should be as same as the RRQ message.



LRJ



terminalType and gatekeeperIdentifier: Currently, these two fields have not been added for the LRJ message. These fields need to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this filed should be as same as the RRQ message.



In addition, the LRJ message field that needs to be extended is the alternateGatekeeper as stated in the case of RRQ.



3.4 Admission (ARQ, ACF/ARJ)



The admission request message requests that an endpoint be allowed to access to the packet based network by the GK, and this ARQ message specifies the requested call bandwidth [2]. This bandwidth is an upper limit on the aggregate bit rate for all transmitted and received, audio and video channels excluding any RTP headers, RTP payload headers, network headers, and other overhead. Data and control channels are not included in this limit. The GK may reduce the requested call bandwidth in the admission confirm (ACF) message.



In the distributed GK model, the GK of each zone has to work cooperatively to confirm the allocated bandwidth if the GKs have to perform resource reservation on behalf of the endpoint since each GK is responsible to allocate bandwidth in its own zone. How the GK will work cooperatively to allocate bandwidth has not been addressed in this paper.



The ARQ message is sent to the known GK address (TSAP, zone, etc.). Once the ARQ message is received by a GK of a given zone, the message is routed along the path using the following criteria stated below: 



When a GK receives a ARQ message which has the destination address for which this is not serving then the GK forwards the message down the routed path toward the appropriate GK. 

All the transit GKs along the routed path will forward the ARQ message until the pathValue is zero or the serving GK is reached.

When the serving GK receives the ARQ message, it processes the message and prepares the reply with ACF message. The ACF reply message will include the bandwidth information confirmed in that zone if the GK is responsible for the bandwidth reservation, and then the message will be routed to the next GK along the path the way it was received.

The next GK along the return path that receives the ACF message, will examine whether the bandwidth requested can be allocated. If the bandwidth that has been requested is less than the requested bandwidth, the transit GK will modify the “bandWidth” field, and route the ACF message along the return path. The same process will go on until the last transit GK passes the ACF message to the requesting H.323 entity.



We propose how each message needs to be extended/modified in view of the IGCP requirements.



ARQ



The following fields should be included modifying the ARQ message: 



endpointType: It is currently not defined, and needs to be added to accommodate the case where the sender could be a GK, and also to identify the nature of the GK (zone, etc.).

gatekeeperIdentifier: It is currently defined, and needs to be extended to identify the type of receiving GK (such as zone, etc.) that the sender wishes to register with. 



ACF/ARJ



endpointType and gatekeeperIdentifier: Currently, these two fields have not been added for both ACF and ARJ messages. These fields need to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this field should be as same as the ARQ message.

alternateGatekeeper: This field has been defined, but needs to be extended to include the type (such as zone, etc.) identifying the GK for both ACF or ARJ messages.



3.5 Bandwidth Change (BRQ, BCJ/BRJ)



An endpoint or the GK may attempt to modify the call bandwidth during a call using the bandwidth change (BRQ) request message [2]. The GK is the entity that grants the request with a bandwidth confirm (BCF) message or denies it with a bandwidth reject (BRJ) message.



In distributive communication environment, all GKs between the source-destination path has to work cooperatively before the BRQ request is granted. However, the algorithms that might be used for allocation of bandwidth are not subject the subject of this paper.



The BRQ, BCF, and BRJ messages are transferred between the GKs and the endpoints are in similar ways that have been  described in the case of ARQ/ACF/ARJ messages. However, the following message fields need to be added for BRQ, BCF, and BRJ messages:



endpointType and gatekeeperIdentifier: These fields need to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this filed should be as same as the ARQ message.





3.6 Endpoint Unregistration (URQ, UCF/URJ)



The unregistration request message (URQ) requests that the association between a terminal and a GK be broken [2,3]. This bi-directional message can be used either by the terminal or by the GK. That is, a GK can request a terminal to consider itself unregistered, and a terminal can inform a GK that it is revoking a previous registration.



The most important point is that this URQ request message has to pass through all the transit GKs between the source destination path of the registering entity and the serving GK because caches of the transit GKs should also be updated accordingly.



The way the URQ, UCF, or URJ message will flow is similar what has been described earlier in the case of other messages such as ARQ. Accordingly a definite path will be followed by these messages, and the transit GKs will update their caches where it is necessary.



We propose how each message needs to be extended/modified in view of the IGCP requirements.



URQ



The following fields should be included modifying the URQ message: 



endpointType: Currently, this field has not been added for the URQ message. This field needs to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this field should be as same as the ARQ message. 

gatekeeperIdentifier: It is currently defined, and needs to be extended to identify the type of receiving GK (such as zone, etc.) that the sender wishes to deregister with. 



UCF/URJ



endpointType and gatekeeperIdentifier: Currently, these two fields have not been added for both UCF and URJ messages. These fields need to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this filed should be as same as the ARQ message.



URJ



alternateGatekeeper: This field has been defined, but needs to be extended to include the type (such as zone, etc.) identifying the GK for the URJ message.





3.7 Disengage Request (DRQ, DCF/DRJ)



The disengage request (DRQ) message is sent from an endpoint to a GK or vice versa [2, 3]. The DRQ informs the GK that an endpoint is being dropped. If sent from a GK to an endpoint, the DRQ forces a call to be dropped; such a request shall not be refused. The DRQ is not being used directly between the endpoints.



We propose how each message needs to be extended/modified in view of the IGCP requirements.



DRQ



The following fields should be included modifying the URQ message: 



endpointType: Currently, this field has not been added for the DRQ message. This field needs to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this field should be as same as the ARQ message. 

gatekeeperIdentifier: It is currently defined, and needs to be extended to identify the type of receiving GK (such as zone, etc.) that the sender wishes to disengage with. 



DCF/DRJ



endpointType and gatekeeperIdentifier: Currently, these two fields have not been added for both DCF and DRJ messages. These fields need to be added to facilitate the inter-GK communications as suggested in this distributive model. The definition of this field should be as same as the ARQ message.



DRJ



alternateGatekeeper: This field has been defined, but needs to be extended to include the type (such as zone, etc.) identifying the GK for the DRJ message.



3.8 Information Request (IRQ, IRR, IACK/INAK)



The information request (IRQ) message is sent from a gatekeeper to a terminal requesting status information in the form of an information request response (IRR) [2,3]. The IRR may also be sent by the terminal at an interval specified in the ACF message without the receipt of an IRQ from the gatekeeper. When an unsolicited IRR is sent by an endpoint to a GK, the GK returns either an positive acknowledgment (IACK) or a negative acknowledgment (INAK) message.



However, these messages may also be needed to facilitate the status information between the GKs. As a result, the endpointType and gatekeeperIdentifier fields, as stated earlier, need to be added for the IRQ, IRR, IACK and INAK messages.



3.9 Resource Availability (RAI, RAC), Request-in-Progress (RIP), Non-standard Message (NSM), Unknown Message Response (XRS)



To facilitate the inter-gatekeeper communications, the endpointType and gatekeeperIdentifier fields, as stated earlier, need to be added for the RAI, RAC, RIP, NSM, and XRS messages.



4. Conclusions



We have presented a distributed gatekeeper architecture model consisting of multiple zones with no centralized control. This model can be used as one of the fundamental models for inter-gatekeeper communications in a distributive environment with the following benefits:



It facilitates the optimum use of communication resources that are not possible in many cases of multicast or hierarchical unicast communications environment.

Each gatekeeper only needs to know only the limited amount of information without overburdening any gatekeepers with all information as may be found in the case of the centralized/hierarchical model

Each gatekeeper works in a dynamic fashion to update the information automatically without manual intervention while working in a completely distributive environment.

This distributive inter-gatekeeper communications model provides a fundamental basis how all the requirements such as gateway discovery, registration, address translation/endpoint location, admission control, bandwidth control, status information, and others are met.

This model extends the present H.323 signaling schemes to accommodate the special requirements of the IGCP that will allow the system to scale over the large-scale H.323 network.



We have proposed how the present H.323 signaling messages should be extended to accommodate the basic needs of the inter-gatekeeper communications in distributive environment.



This inter-GK communication model is robust enough to meet all IGCP requirements that will scale for both connectionless and connection oriented communication environment. In fact, many other requirements such as QOS support, security, and roaming can be supported in a very flexible way by this model.

H.323 address structure has not been addressed in this contribution. However, the importance of the address structure is recognized, and will be addressed at a later date when other functional entities like domains and clearing houses are more clearly defined.
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� One can also clearly find the similar mechanism how the Next Hop Servers (NHSs) acquire the knowledge of  the destinations served by other NHSs through use of intradomain and interdomain routing protocols in the Next Hop Resolution Protocol (NHRP) scheme developed by IETF in Request For Comments (RFC) 2332.

�  In [4], a similar parameter known as “hopCount” has also been proposed considering multicast in multiple-GK environment. However, there are differences between definitions of “pathValue” and “hopCount.”

� Note: We are not proposing to exchange zone scope information as a kind of master and subordinate gatekeepers as proposed in [5].

� In [4], it has also been envisioned that an extension in GRQ/GCF/GRJ message is needed considering multicasting in multiple-GK environment.
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