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Summary

This document characterizes some of the factors that we think are needed to provide an interoperable Immersive Telepresence Experience, and which we believe merit further study by Q5/16.
1.
Introduction

Immersive Telepresence systems create a visual conferencing environment that duplicates, as closely as possible, an in-person experience. In order to accomplish this goal, the conference room and furnishings are engineered to create the desired experience.  The following quotes describe immersive telepresence in this way: 

“Telepresence is the science and art of creating visual conferencing environments that address the human factor of the participants and duplicate, as closely as possible, an in-person experience.”
Human Productivity Labs – August 2006

“A combination of very high quality audio and video communications within two nearly identical physical environments, including furniture, lighting and other interior design features, to mimic an in-person meeting as closely as possible.”
IDC – January 2007

“Telepresence is a new paradigm in visual communications that spans across the globe. The solution delivers full-size images combined with advanced technology elements such as high quality audio and video in an engineered environment.”
Frost & Sullivan
Deploying systems that establish a true immersive experience may require some design elements that cannot be fully standardized.  The furniture and room designs provided by today’s vendors differ considerably, and often are customized to suit each customer.  This mismatch will limit the immersive experience, especially when used in business to business applications.  Although we hope that the work of Q5/16 will result in ways to minimize the effects of this mismatch, we also expect that obtaining the most immersive experience will always require coordinating the environment in all sites of the call.
Another common feature of immersive telepresence systems is that that technology is “hidden”.  For instance, many systems do not expose volume or mute controls for microphones, or PTZ controls for cameras.    We believe that this aspect of telepresence systems needs to be taken into account when developing recommendations and best practice guidelines.   
Although maintaining a full immersive effect in disparate environments will be very difficult, we suggest that a more modest goal is obtainable more easily.  In particular, that developing standards for key aspects of the engineered environments will enable a useful immersive experience, even if the environment mismatch does not create the illusion that the various participants are in the same shared space.
2.
Discussion
Here are several aspects the immersive telepresence experience that we believe deserve study: 
2.1
Size and Social Distance
Immersive telepresence systems render people at their true size for their apparent distance.

In a typical meeting room environment, people sitting across the table are about 6 to 9 feet away.  In larger meetings, people might be sitting further away (for instance in a classroom or auditorium), in some more intimate meetings people might be somewhat closer.  The apparent (or “social”) distance is maintained in immersive telepresence environments.  
Most commercial immersive systems are calibrated for “physical size”.  That is, their cameras are set so that people are rendered at between 90% and 110% of their actual size on the far end display.  In these systems, the physical distance between participants and the display is the social distance.  Since participants do perceive their distance from the physical display surface, the physical size design facilitates the illusion that the far-end participants are in the same meeting space.
However, when physical size rendering is not possible, maintaining true size for the apparent distance is still achievable.  For instance, a smaller image might be rendered on a display that is closer to the participants.  If the angle subtended by the image matches the angle in the “actual size” system, then the smaller image still renders people at the true size for their apparent distance. Similarly, a larger image can be rendered on a display that is farther from the participants. 
In these situations, the social distance is not the same as the physical distance to the display.  This may reduce the participants’ perception that they are in the same physical space.  However, since people are still rendered at their true size for their apparent distance, a useful immersive effect is achieved.
This suggests that a good design practice for interoperable immersive telepresence systems should include output video scaling in order to support a useful range of apparent distances.  Further study to determine the appropriate range of apparent distances for various applications might be a fruitful next step.
2.2
Eye Contact and Gaze Awareness

Immersive telepresence systems also maintain eye contact.  More precisely, maintaining eye contact means that if Alice is making eye contact with the eyes in Bob’s image, then Bob perceives that Alice is looking at him.

Gaze awareness is related.  Gaze awareness is maintained in the above example if all participants are aware that Alice is looking at Bob.

Eye contact and gaze awareness are significant aspects of the immersive experience.  Unless there is a unique video image sent between each pair of participants, there will be some error in the virtual sight lines – even if the systems are perfectly matched.  Difference in camera positions in disparate systems will increase this error.
It might be useful to study how such errors affect the immersive experience, and determine if it is necessary to provide recommendations on camera/display placement which control the amount of error.
2.3
Background elimination and replacement
Part of creating a convincing immersive effect is creating the illusion that everyone in the conference is in the same shared space.  This usually includes coordinating the furniture design and the room background.

Though standardization of furniture designs is probably not realistic, it is possible to develop standardized methods to distinguish the foreground and the background.  This would allow the backgrounds of various sites in the meeting to be set to a virtual meeting background, either on a per-site basis or on a conference-wide basis.  It might be useful to study such techniques, and perhaps request Q6/16 to consider providing support in existing or future codecs.
2.4
Lighting

Proper lighting is needed for people to appear lifelike on the display.  Today there are no ITU-T recommendations for lighting in video conferencing environments. The IESNA (Illuminating Engineering Society of North America) has done some work on this in IESNA DG-17-05 (Fundamentals of Lighting for Video Conferencing, 2005).
One aspect is providing sufficient light.  IESNA suggests that good rendition of faces should consider three aspects: key light,  fill light, and background light.  Key light is overhead, and is the main light source.  Fill light and background light improves uniformity of light, and reduces shadows.  IESNA DG-17-05 suggests 300-500 lux (30-50 foot candles) of illumination be provided on participant’s faces, with no more than 1.5:1 variance in uniformity.  They also suggest that the ratio of key light to fill be between 0.5 and 2.0.

A second aspect of lighting is the quality of the light.  This includes the spectral components and the color temperature.  We suggest a color temperature in the range of 3000 – 4000 Kelvin be considered.  If Q5/16 recommends an optimal color temperature for lighting, then it would also be appropriate to recommend the optimal color temperature of the display.  
Although we find the above IESNA document useful, it would be valuable to study more carefully, and consider creating our own recommendation on this topic. The IESNA document describes lighting for videoconferencing generally, and does not consider telepresence systems.  Perhaps Q5/16 should send out a liaison to appropriate groups asking for input, as well as soliciting contributions.
2.5
Video Resolution and Alignment
Generally immersive telepresence systems employ one or more large displays.  Therefore obtaining a good immersive experience requires a high resolution images transmitted at a suitable bitrate.  One possible area for further work is to characterize the image quality needed to create the immersive experience more precisely.
Also, when multiple displays are used, it is important that the cameras and displays be kept synchronized.  Otherwise, when someone moves across displays, odd and disturbing artifacts will be seen.  It would also be useful to solicit input on how precisely displays need to be aligned, and how to specify video quality levels that avoid these perceptual problems.
2.6
Audio
Today, videoconferencing systems use a variety of audio levels.  Maintaining comfortable volume levels either requires manual intervention or the use of automatic gain control systems.  We see a need for establishing a common audio reference level for telepresence systems.  This level would provide good fidelity for normal speech.  

It is also desirable that systems have sufficient dynamic range and acoustic bandwidth to carry live music.  At least one of our customers (Manhattan School of Music) uses videoconferencing for music lessons and performances. 
Most commercial immersive telepresence systems have some form of spatial audio.  In some systems this is accomplished with close miking of individual participants (or pairs of participants).  Other designs use stereophonic / surround sound approaches.  We suggest this is also an area for more study, since it is important that the spatial sound field be rendered consistently. 
Identifying whether the audio stream carries speech is a common task for video conferencing systems.  Because of the low delay and high performance of immersive telepresence systems, it may desirable to perform this task at the source system.  It would be advantageous to standardize on a suitable method – this would help ensure predictable and robust identification of new speakers.  Algorithms measuring voice activity and discriminating music from speech have been developed in the ITU; it would be useful to determine which of these methods is best suited to telepresence applications.  

2.7
Other Important Parameters
It might be useful to document all the factors (not limited to the ones above) that together create the immersive telepresence environment.  While some of these might be difficult to standardize, it might be worth studying how much these factors improve the immersive effect.
3. Conclusion
We believe that further study along the lines indicated above would be very fruitful.  In some cases (such as audio level) we believe normative recommendations are needed.  For others, best practices guidelines might be sufficient.

We would like to see Q5/16 proceed with such study, so that a good immersive telepresence experience can be achieved even when interworking in a business to business environment.  
__________________
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