UIT - Secteur de la normalisation des télécommunications

ITU - Telecommunication Standardization Sector

UIT - Sector de Normalización de las Telecomunicaciones



Study Period 1997-2000



�eq \b\rc\}(\a\al(Commission d'études  ;Study Group;Comisión de Estudio))�  16	�eq \b\rc\}(\a\al(Contribution tardive;Delayed Contribution  ;Contribución tardía))�  D.225 (WP 2/16)

										

Santiago, Chile, 17-28 May 1999

	�eq \b\rc\}(\a\al(Texte disponible seulement en  ;Text available only in;Texto disponible solamente en))�  E

Question(s):	13/16



SOURCE*:	USA



TITLE:	Framework for Reliable H.323 Gatekeeper Architectures





SUBJECT: Enhancements to ITU-T Recommendation H.323 and H.225.0



Abstract

The gatekeeper (GK) is the main entity that enables signaling communications between the H.323 entities especially for the GK-routed calls. Moreover, network-based services are also expected to be provided by or via the GK. The reliable operation of the GK with non-stop services has become the prime concern. A standard-based GK architecture is needed to provide redundancy and replication mechanisms for interoperability.

This contribution describes the framework for reliable H.323 GK architectures, redundancy in signaling modules of the GK architecture, backup GK within the same (or different) zone of the primary GK, and backup GKs in distributed and hierarchical GK architectures.

It is expected that contributions need to be provided to develop standards for the fault-tolerant gatekeeper architecture that maximizes reliability, availability, and recoverability, and serviceability (RARS) to provide non-stop communications.

�Framework for Reliable H.323 Gatekeeper Architectures



1. Overview

The fault-tolerant gatekeeper architecture that maximizes reliability, availability, and recoverability, and serviceability (RARS) to provide non-stop communications has not been addressed in Recommendation H.323. The worldwide implementations of the H.323-based system especially for the large packet networks where millions of users are being served require special attention to enhance RARS. A H.323 GK is the corner stone of all signaling between H.323 entities especially for the GK-routed calls. The H.323 GK architectures with redundancy and replication mechanisms need to be standardized for interoperability.



2. Requirements for the Reliable GK Architectures

The primary requirements that will prevent any single point of failure for the GK can be described as follows:

Reliability: To have the robust GK architecture for increasing reliability (e.g., appropriate redundancy in the architecture as well as robustness of the software codes).

Availability: To provision the GK architecture with implications for both the planned (e.g., upgrading, maintenance, etc.) and unplanned (e.g., failures) outages of the GK itself or its components to meet the desired availability goal (e.g., appropriate redundancy in the architecture based on trade-offs between the planned and unplanned outages).

Serviceability: To include provision for outage tolerances in the GK level architectural framework to meet the service level requirements (e.g., if 24-hour a day, 7-day a week, and 365-day a year is the requirement for the GK, the GK architectural scheme can be provisioned with redundancy to meet the requirement considering the outages).

Recoverability: To keep proper provision within the GK architecture for the recovery time as well as for any signaling messages that might have been in transit at the time of failure

Scalability: To be able to increase the throughput by the GK architecture as more resources are put to the system considering the fact that a GK might be used by a large user community (e.g., capability to provide automatic load balancing within the GK architecture with proper redundancy considering outages).

Context: To be able to maintain context across multiple requests with minimum latency within a session by the GK architecture in view of outages.

Security: To provide adequate security with redundant GK architectures in the event of failures as well as during replications.



3. GK Architecture Characteristics

The H.323 GK architecture should be reliable enough with no single point of failure. The redundancy in the architecture will ensure no communications outages between the H.323 entities due to failures of any components within a given GK and/or due to failures of the GK itself.



3.1 GK Logical Architecture

A H.323 GK will have to handle RAS (Registration, Admission and Status), Q.931/932, and H.245 signaling messages. Therefore, it is natural that a GK may consist of at least these three logical signaling modules. Figure 1 shows the logical view of those signaling modules.��EMBED PowerPoint.Show.8���

Figure 1: GK Logical Architecture

However, Figure 1 does not show any redundant entity of any signaling modules. The bare minimum entities of a given GK architecture have been depicted. If any logical entity fails, the GK will not be able to provide services related to that signaling module. It may be mentioned that there may be a dependency between these signaling modules as well. Consequently, the failure of one signaling module may also affect the operation of other signaling modules.

The provision of the appropriate redundancy of these modules within the GK to meet the requirements of reliability, availability, serviceability, recoverability, scalability, context, and security in view of outages is a significant challenge. The standard-based reliable GK architectural schemes are needed to provide interoperability.



3.2 GK Logical Architecture with Redundant Modules

Figure 2 shows the logical architecture of the GK with redundant signaling modules. That is, each logical module will have its replica. There can be N+1 redundancy of the signaling modules within the GK to reduce the cost. N+1 redundancy means that there is one standby component for each component type.
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Figure 2: GK Logical Architecture with Redundant Modules

The key question remains how the redundant module will replicate the signaling information maintaining the appropriate context that will provide the strong consistency and convergence. A standard-based mechanism is will help to ensure interoperability.

�4. H.323 System Architecture with Backup GKs

A H.323 system consists of a zone where the zone is managed by a single GK. It may so happen that the backup GK may reside either within the same zone of the primary GK or in a separate zone other than the zone of the primary GK.
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Figure 3: Backup GK is connected to the Primary GK



Figure 3 shows that a backup GK is interconnected to the primary GK. The question is whether or not the backup GK can be located to the same zone of the primary GK, and what advantages or disadvantages that one might have in doing so. The subsequent section describe these issues in more detail.



�4.1 Backup GK within the same Zone of the Primary GK



A backup GK can be placed within the same zone to increase the reliability in case of failures. Figure 4 shows a GK architecture where the backup GK has been placed in the same zone of the primary GK.
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Figure 4: Backup GK within the same Zone of the Primary GK



A GK serves many H.323 endpoints. All endpoints register with the primary GK. In the case of the backup GK, proper mechanisms must be standardized how the endpoints and the backup GK will be able to communicate if the primary GK fails. In addition, how the backup GK replicates the information from the primary GK should also need to be standardized.



�4.2 Backup GK not in the same Zone of the Primary GK



Figure 5 depicts a configuration where the backup GK is not located in the same zone of the primary GK. The communications scenarios between the primary and the backup GK may still be the same as that discussed in Section 4.1 if both GKs remain in two separate zones. However, it provides a freedom to the backup GK to perform any functions in the zone where it is located.
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Figure 5: Backup GK not in the same Zone of the Primary GK



If the primary and the backup GK are not in the same zone, the logical question comes whether the backup GK located in another zone can also be allowed to act as the primary GK of that zone. If it is allowed to do so, things need to be standardized how it will separate the functions in two separate zones logically while the primary GK fails. A standard is needed how all H.323 endpoints of the failed zone can automatically be connected to the backup GK without service interruptions.



5. Backup GKs in H.323 System with Multiple Zones

In H.323 system, multiple zones can be arranged in a distributed, hierarchical, or hybrid (distributed + hierarchical) GK architecture. Each architectural scheme can have its own advantages and disadvantages. It opens up more challenges to provide redundancy in the GK architecture to enhance reliability.



�5.1 Distributed GK Architecture

We are considering the fact that the backup GK will be located in a separate neighboring zone other than the zone of the primary GK. Figure 6 shows an example of a 3-zone GK architecture where one GK is logically connected to two other GKs of the neighboring zones in fully connected mode.
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Figure 6: Fully Connected 3-zone Configuration having the Backup GK in the Neighboring Zone

In this simple 3-zone configuration, the backup GK can be located in one of the neighboring zones. Multiple choices can be made to put the backup GK. If a primary GK is pre-configured to have a backup GK in another zone, this situation will be almost be similar that has been described in Section 4.2. 

However, there can be several options that we may explore for this particular case where more than one alternative is available to choose the backup GK. For example, it can be examined whether the choices among multiple backup GK options can be made dynamically in the case of failures of the primary GK. 

In another option, it may also be possible that a part of all primary zone H.323 endpoints can be assigned to one backup GK of one zone, while the remaining endpoints are assigned to the other backup of another zone if the primary GK fails. In this way, load balancing can also be achieved through proper distribution between the backup GKs.

The standard criteria should also be defined what would be the best basis for distribution of the load between the backup GKs. The automatic transfer of the connectivity of the endpoints of the primary zone need also be defined appropriately. The standards should also provide consistency of signaling messages maintaining the appropriate context.

The situation will become more complex if there are more that three zones, and zones may not be fully connected. These situations can also be investigated once the fundamental criteria for the backup GKs are standardized providing solutions for the simple cases.



�5.2 Hierarchical GK Architecture

In hierarchical GK architecture, GKs communicate among themselves via a central GK. Figure 7 shows a particular configuration where a central GK has the knowledge of all other GKs because all other GKs communicate among themselves via the central GK, and all backup GKs of all zones are placed in the central GK.
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Figure 7: Hierarchical GK Architecture with Backup GKs in the Central GK



In this case, the communications scenarios between the primary and the backup GK become almost the same that has been described Section 4.2. However, the architecture of the central GK should be carefully designed because this architecture becomes vulnerable to the failure of the central GK. In addition to providing backup for its own zone if it maintains a zone, each component of each backup GK should also have adequate redundancy. The standardization of this GK architecture with appropriate redundancy to meet the RARS objective is a major challenge.

The more complex hierarchical GK architectures can also be addressed once the basic criteria for enhancing the reliability considering the simple configurations are standardized.



5.3 Hybrid GK Architecture

A hybrid GK configuration is a combination of both distributed and hierarchical configuration. The reliability for this GK architecture can be analyzed once the basic reliability criteria for both distributed and hierarchical architecture is standardized.



�6. Conclusions

In this contribution, we have addressed a technical baseline that can provide a framework for the reliable GK architecture. We have considered some basic GK architectures of the H.323 system where the backup GKs can be placed to enhance the reliability of the GK architecture. 

Proper mechanisms must be standardized how the endpoints and the backup GK will be able to communicate if the primary GK fails and how the backup GK replicates the information from the primary GK should also need to be standardized. 

That is, no matter whatever architecture is chosen, standardized ways to communicate real-time connection status between primary GK and backup GK, and standardized way for endpoints to communicate with backup GK are critical.  For GK-routed model, this is also essential for keeping alive those calls that are in progress at the time of primary GK failure, and  a standard is needed to support this capability for providing interoperability.

The next step is to bring contributions that will allow to standardize the signaling schemes between the primary and secondary GK to enhance reliability, availability, serviceability, recoverability, scalability, and context maintaining security. In addition, the intra- and inter-module signaling messages between the redundant modules should also need to be standardized to enhance the component reliability of the GK.
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