ITU - Telecommunication Standardization Sector
Temporary Document 28

Study Group 16
21 October 1999

Q12 – 14 Rapporteur Meeting


Red Bank, 18 – 22 October 1999

SOURCE*:

Ad-hoc Group on H.323 Robustness

TITLE:

Terms of Reference for H.323 Robustness
PURPOSE:

Discussion

__________________

This document combines input from APC-1739, APC-1673, and D.160 (from the Geneva meeting in September 1998) and the results of the discussions of the ad-hoc group that met twice during the Red Bank Rapporteurs meeting in November 1999.

In this document, intentionally no background explanations are given.

1 Introduction

H.323 itself is a distributed system that makes use of the underlying IP network providing virtually full connectivity between all H.323 system components: for control signaling as well as for media distribution.  Nevertheless, in a number of places, H.323 operation relies on a (temporarily) centralized architecture for simplicity: this applies to Multipoint Controllers (MCs) and Gatekeepers (GKs).  Furthermore, certain endpoints may also have increased robustness requirements such as gateways and highly available communication devices. 

The H.323 series of Recommendations provides some support for building robust systems; however, no detailed procedures are specified for dealing with system failures and re-establishing communication links after such a failure.

This document outlines the terms of reference for work to be undertaken towards providing robustness mechanisms in H.323 and identifies a number of potential future work areas.

2 Reliability Models

As outlined in D.160, APC-1673, APC-1739, different reliability models may be pursued (note that this section abstracts from the particular H.323 entities and uses the more general term “system components”):

(a) hardware / operating system redundancy methods (possibly including several NIC cards — which makes this model subject to consideration for standardization as well);

(b) virtual system components; and

(c) tandem system components.

3 System Aspects

3.1 System Components

System components to be considered for robustness include essentially all H.323 entities — most likely at different priorities, though.

(a) Gatekeepers,

(b) Border Elements,

(c) Multipoint Controllers,

(d) possibly Multipoint Processors (for media stream failure),

(e) Gateways (including IP-to-IP Gateways),

(f) Firewall proxies, and

(g) certain types of endpoints.

Not all robustness models may be suitable for all system components.

3.2 System Scope

(a) H.323 Zones (intra-zone, with one or more Gatekeepers).

(b) H.323 Intra-Domain (intra-domain, inter-zone with several Gatekeepers).

(c) H.323 Inter-Domains (inter-domain, with several Gatekeepers and Border Elements).

4 System Termination and Failures 

Orderly system termination (such as an MC leaving a conference) should be catered for as well as system failure.  Terminating orderly in principle allows the terminating endpoint to notify its peers thereby potentially simplifying detection but also requiring additional / slightly different mechanisms.  It should be noted that the notification may not succeed due to repeated packet loss, so that the border to system failures is almost seamless.

System failure aspects are addresses in the following subsections:

4.1 Types of Failures

Only those failures are of interest that can be detected from a protocol “on the wire” point of view (i.e. failure of a processor on a multi-processor system with otherwise shared memory is not visible to the outside and hence not a failure we have to worry about; failure of a NIC card on the other hand requires the use of a different transport address and hence is visible and to be dealt with).

(a) Full system component failure (power failure, software crash);

(b) Partial system component failure (failure of one out of many communication interfaces);

(c) Full network link failure (a system component is no longer reachable); and

(d) Partial link network failure (not all system components can reach each other, but some can still communicate; this particularly includes partial connectivity and half-link failure).

It should be noted that various of these failure modes may be not only hard to detect (symmetrically) and may be indistinguishable from one another (see below).

(e) Malicious attacks on the system — should be looked at in the context of the H.323 security work.

4.2 Failure Detection

(a) Time to detect a failure.

(b) Ways of detecting a failure (explicit permanent surveillance vs. detection upon invoking a function). 

(c) Entities responsible for / involved in detecting a failure.

(d) Appearance of a failure to a system component / a set of system components.

(e) Possibility to determine the type of failure.

(f) Consistency / timing of failure detection among various system components.

(g) Failure detection may not be transitive, i.e. from “A can/cannot talk to B” and “B can/cannot talk to C” cannot necessarily be concluded that also “A can/cannot talk to C”.

(h) How much overhead is acceptable?

4.3 Failure Handling

(a) Time to repair.

(b) Entity initiating the repair process.

(c) Possibility to repair the failure.

(d) Consequences if the failure cannot be repaired.

(e) How to ensure consistent handling of a failure by all involved entities?

(f) How to deal with inconsistent views / detection of failures by various components (failed vs. not)? 

(g) How to deal with different timing of failure detection?

(h) How to deal with inconsistent state when handling a failure?

(i) How to deal with gaps in state information when handling a failure?

(j) Consequences on the overall system operation (e.g. an ongoing call).

(k) How much overhead is acceptable?

(l) How to deal with multiple simultaneous failures?

4.4 Failure Scenarios

Slightly enhanced the scheme contained in APC-1739:

1. (Gatekeeper – endpoint): No relationship yet / anymore.

2. (Gatekeeper – endpoint): discovered but not registered.

3. (Gatekeeper – endpoint): discovered and registered.

4. In the process of call establishment.

(a) direct

(b) Gatekeeper-routed

5. During a call / conference: D.160: “stable state” – discuss what this means for the various protocols

(a) direct

(b) Gatekeeper-routed

6. In the process of call teardown

(a) direct

(b) Gatekeeper-routed

Consider the implications that arise from the various new protocols under development (H.450.x, Annex K, Annex L, etc.)

Consider media streams as well as RAS / call signaling / conference control communication relationships.

5 Some Design Aspects

5.1 General Considerations

(a) Preserve “privacy model” of hiding information about other endpoints: failures should be entirely handled by neighboring entities.

(b) Negotiation of availability of robustness mechanisms up front vs. try when needed and see if it works.

(c) Tradeoff: complexity in the Gateways/Gatekeeper/Border Element vs. complexity in the endpoints.

(d) Tradeoff: how much overhead is acceptable for the various protocol steps?  Endpoint vs. GK/GW/BE?

(e) Is there any inter-relation with the work we are doing on network management?

5.2 First Steps

(a) Urgent: clarify meaning of “lost TCP connections” and “lost call signaling connections” – and ensure that this does not imply loss of the call.

(b) In broader terms: establish the definitions of terms to be used.

(c) Consider means for re-establishing TCP / Annex E connections and/or H.225.0 Call Signaling channels including identifying the call to which a channel previously belonged.

(d) Consider means for re-establishing H.245 conference control channels including identifying the call to which a channel previously belonged.

(e) Look into failure detection from what is available today.

(f) Is RTCP a suitable indicator for intact media flows / endpoint failures?

5.3 New Protocols to be looked at later

(a) Gatekeeper Synchronization Protocol (GASP) for tight co-ordination between Gatekeepers

(b) Gatekeeper Update Protocol (GUP) for loose co-ordination between Gatekeepers

(c) ...

5.4 Backward Compatibility Issues

(a) Define safe “failure” behavior of all robustness mechanisms in case not all involved entities support robustness mechanisms.

(b) Consider this for all kinds of devices: H.323v1, H.323v2, H.323v3, SETs, etc.

(c) Define how robustness-aware entities may perform partial recovery of calls involving one or more non-robustness-aware entities – within the capabilities of the “old” entities.

6 Relationships to other Work Areas

The group has identified a number of work areas with which there may be an overlap:

(a) Terminal mobility – which may require repeated re-routing of call signaling connections.

(b) Load sharing mechanisms – particularly for Gateways and Gatekeepers: failure of one such component should lead to equal / fair redistribution of the load to others.

(c) Investigate robust transport channels similar to the work done by MTP-3 and SIGTRAN (maybe use SIGTRAN).

7 Work Program

(a) Define (and agree) on the current situation.

(b) Outline a architecture as basis for further discussion, e.g. to identify the protocols to be dealt with.  This architecture should summarize all “official” H.323 components and — where necessary — introduce additional components that were “hidden” until now (such IP-to-IP gateways or proxies co-located with firewalls).  Identify where which pieces of call state actually reside and how this state can be preserved.

(c) Identify and prioritize the entities subject to robustness enhancements and the communication protocols involved.  This process shall take into account the trade-off between noticeable robustness improvements and the additional effort and complexity introduced to achieve this.

(d) Identify the impact of introduction of robustness mechanisms on existing and evolving protocols: which protocol need enhancements, where are additions to the Implementer’s Guide necessary, which new protocols have to be defined. 

(e) Define a subset of the work that can be accomplished in the rather short-term (e.g. largely completed in this Study Period) as well as more long-term goals (to be included in the next Study Period).

(f) Minimize the number of new fields, new protocols, etc.  Maximize (explanation of) use (not abuse!) of existing fields.  Define procedures for existing fields with respect to robustness where these are missing.
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