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1. Introduction

Included is a draft of Annex N of H.323 titled “End to End Quality of Service Control and Signalling in H.323 Systems”. The draft is based on TD57 “QoS architecture and supporting Protocol Extensions for H.323 and H.225.0”, Contribution D.472 “Generic QoS bearer for IP and ATM” submitted to this meeting, also inputs from ETSI Project TIPHON Document DTS05003  "A signalling mechanism for achieving TIPHON Quality (QoS) of Service Levels" as introduced in D.451.

Annex N of H.323

End to End Quality of Service (QoS) Control and Signalling
 in H.323 Systems

1.
Introduction

Support for signalling, and controlling end-to-end quality of service (QoS) is optional in H.323 endpoints and gatekeepers.  This Annex defines the H.323 QoS architecture and mechanisms for signalling and controlling QoS. As the H.323 QoS mechanisms are transport independent the architecture may be used in networks involving multiple transport-layer QoS mechanisms, such as mixed IP/ATM networks.

Another key application of this architecture is QoS authorisation.  Procedures are defined that allow H.323 QoS requests to be authorised, by a gatekeeper, if needed.

Currently the architecture addresses QoS for media streams only; QoS for signalling messages is for further study.

[Ed Note:  Statement required here of how scope of this Annex relates to mechanisms described in Appendix II]

2.
Scope

· Definition of H.323 mechanisms (control parameters, message formats and procedures) for signalling and control of end-to-end QoS [Signalling over Reference Points A, B and D in Figure 3].

· Definition of mechanisms (control parameters, message formats and procedures) for H.323 application plane to transport network QoS signalling. [Signalling over Reference point C in Figure 3].

· Definition of a media independent generic syntax for defining a QoS bearer.  This syntax to be used for signalling over Reference Points A, B and D. The syntax should also be meaningful in to defining Service Level Agreement (and SLS) in IP networks.

· Definition of  application specifiic QoS descriptors that may be used where applicable by the man machine interface at the end-point.

· Mechanisms for controlling QoS of H.323 Signalling are not included.

· Mapping of generic QoS bearer descriptors to specific transport parameters (e.g., diffserv) are not in scope.

[Ed Note:  mapping of generic bearer descriptors to specific transport mechanisms such as Diffserv, RSVP, and ATM QOS Classes will however be considered as far as ensuring backward compatibility with the approach in Appendix II of Recommendation H.323]

3.
Requirements

The H.323 QoS mechanisms shall meet the following functional requirements:

3.1
General

1)
Quantitative guarantees.  The mechanisms shall facilitate guaranteed end-to-end QoS as well as Best Efforts operation.  A framework that only improves Best Efforts communications or provides relative guarantees (e.g. voice gets better treatment than other services) will not suffice.

2)
Network Interoperability.  The mechanisms shall allow operation over a concatenation of separate networks domains.

3)
Call and Media Stream Set-Up Times.  The mechanism should not contribute adversely to call or media stream set-up times.

4)
Scalability.  The QoS mechanisms should consume no more than a small percentage of the resources under allocation.  A guideline may be 5%?

5)
Monitoring Function.  A monitoring function shall be used to indicate whether or not committed QoS levels are being met.

6)
Security.  The mechanisms should be independent of and compatible with H.323 security mechanisms. [Ed Note: this requirement needs to be reviewed]
3.2
End Points

1)
End Point QoS Selection.  End-points shall be able to indicate desired QoS preferences for both transmit and receive media streams. Such a mechanism will require request, confirmation (by both parties) and possibly the offering of alternatives to the QoS class requested.

2)
Default and per-call control.  It shall be possible to signal QoS preferences either on a per call basis or the End points QoS preferences may be registered with the Service Provider and provided on a default basis.   It shall also be possible to operate on a default QoS Preference basis and optionally override on a per-call basis.

3)
End Points Characteristics.  Each end-point shall be able to indicate their QoS performance characteristics to the Gatekeeper.  This is required because the end-point itself contributes to the end-to-end QoS performance.

3.3
Gatekeepers & QoS Policy

1)
Users Registered QoS Profile.  It shall be possible to register the users QoS profile (the QoS levels the user is entitled to request and receive) with the service provider.

2)
Mobility.  It shall be possible for mobile terminals to initiate calls requesting specific QoS preferences in accordance with their registered QoS profile.  It shall also be possible for mobile terminals to register their QoS characteristics and capabilities with service providers and receive calls in accordance with these registered characteristics.

3)
Gatekeeper QoS Role.  The gatekeeper shall support mechanisms to determine if an end-point's QoS preferences are achievable.

4)
Inter-Gatekeeper QoS Communication.  Gatekeeper QoS mechanisms shall be extensible to inter-domain environments. Gatekeepers shall be able to communicate QoS preference and characteristics across service domains.

5)
Static and Dynamic Interdomain Operation.  Gatekeeper(s) may signal QoS preferences across service domains on a per call basis or operate on the basis of service level agreements using static QoS provisioning.

6)
Transport Network Interfacing.  Gatekeepers shall be able to communicate with transport network QoS mechanisms to establish the ability of the transport network to support QoS requirements, to instruct transport networks to establish specific calls and media streams across the network with specified QoS requirements and to provide appropriate authorisations. [Ed Note: Indirect control from the gatekeeper via the end-point is another approach that should be considered].

7)
Authorisation.  The gatekeeper shall determine whether an end-point's QoS preferences are within the end-points QoS profile and grant authorisation for the establishment of a call or media stream.

3.4
Transport Mechanisms

1)
Operation over Heterogenious Transport Networks.  It shall be possible for the mechanisms to operate over packet networks employing different transport technologies.and/or different transport QoS mechanisms.

2)
Utilizing existing mechanisms.  The H.323 mechanisms shall utilize existing transport QoS mechanisms and provide co-ordination between them.  As an alternative to dyanamic transport Qos mechanisms statically configured or provisioned transport networks may be used to provide QOS guarantees

3)
Service Interoperability.  The mechanisms shall allow non H.323 data services to share the same transport infrastructure.

4.
Architecture

4.1
Application & Transport Planes

To achieve end to end QoS control in H.323 systems the H.323 QoS mechanisms operating at application level must operate together with the QoS mechanisms operating in the transport network (eg RSVP, Diff Serv etc) which are independent of the application.  Furthermore Network Management Mechanisms may also be involved in controlling and managing QoS.  Figure 1 illustrates the relationship between the H.323 Application Plane, IP Transport Plane and Management Plan for the general case where the end-to-end system is made up of both a PSTN portion and an H.323 portion.

4.1.1
H.323 Application Plane

Within this plane, QoS parameters specific to the H.323 application (e.g. QoS class, speech quality, end to end delay) are requested, authorised, signalled, controlled and accounted.

4.1.2
IP Transport Plane

Within this plane, general non-application specific parameters effecting QoS, (e.g. end-to-end delay, delay jitter, packet loss and bandwidth) must be controlled and accounted to achieve the QoS requirements requested by the application.
4.2
Network Domains

Within the H.323 portion of the system there may be several separate domains involved in the call . An H.323 call will generally involve an access network domain, a terminating network domain and a number of intermediate domains. Within each domain, there will usually be an H.323 application plane and an IP transport plane.  The case of three domains is illustrated in Figure 2.

In Figure 2 call control information flows, QoS information flows and media flows are shown separately.  QoS information flows within the transport network are not shown as they are outside the scope of this Annex.  The H.323 QoS control mechanisms will in general involve signalling between H.323 domains and between H.323 domains and end-points, also between H.323 domains and IP transport domains.
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Figure 1 Relationship between Application, Transport, 
Management and PSTN Planes
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Figure 2  H.323 call involving multiple network domains

4.3
Functional Entities

A number of Functional Entities are defined as part of the H.323 control mechanism.

4.3.1
End Point QoS Entity (EPQoSE).  An entity residing in the end-point that requests the desired QoS level, receives responses to such requests and manages the QoS characteristics of the end point.

4.3.2
QoS Policy Entity (QoSPE). An entity that manages policies and provides authorisation of permitted and default QoS levels. It receives requests from and issues responses to QoSMs to establish the authorised end to end QoS levels. 

4.3.3
QoS Service Manager (QoSM).  An entity that mediates requests for end to end QoS in accordance with policy determined by the QoSPE. It communicates with EPQoSEs, other QoSMs and with RPMs to determine, establish and control the offered QoS.
4.3.4
Resource Manager (RM).  An entity that applies a set of policies and procedures to a set of transport resources to ensure that those resources are allocated such that they are sufficient to enable QoS quarantees across the domain of control of the RM

The relationship between these Functional entities is shown in Figure 3.
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Figure 3  Relationship between QoS Functional Entities

4.4
Reference Points

The following reference points are defined:

Reference Point A:
Between the End Point QoS Element (EPQoSE) and the QoS Manager (QoSM),

Reference Point B:
Between QoS Managers (QoSMs),

Reference Point C:
Between the QoS Manager (QoSM) and the Resource Manager (RM),

Reference Point D:
Between the QoS Manager (QoSM) and the QoS Policy Element (QoSPE),

5.
H.323 media characteristics

5.1
Audio characteristics

From an end user’s point of view, the primary audio QoS performance characteristics are listener speech quality and end to end delay.  These characteristics are determined by a combination of codec properties and network and performance.   Codec properties determine bitrate and processing delay as well as susceptibility to errors (bit error rate and packet/cell loss rate).  The network connecting the codecs will add delay, packet delay variation and errors.  These impairments will have a direct effect on listener speech quality (via network errors and lost packets due to packet delay variation exceeding receiver buffer lengths) and end-to-end delay.(via network delay and receiver buffers).

Most audio codecs (G.711, G.722, G.723.1, G.729, etc.) used in H.323 have the characteristic of  constant bitrate (CBR).

Variable bitrate (VBR) audio codecs may also be included as a part of an H.323 system because of their efficiency and statistical multiplexing capability over packet or cell-based networks.  The traffic of the VBR codec can be characterized as a time varying rate specified by a peak bitrate (PBR) and an average bitrate (ABR).

5.2
Video characteristics

Like audio, the main performance parameters for video that concern the end user are are video quality and end to end delay., As with audio, these characteristics are also determined by a combination of video codec properties and network performance.   Video codec properties determine bitrate and processing delay as well as susceptibility to errors (bit error rate and packet/cell loss rate).  The network connecting the video codecs will add delay, packet delay variation and errors.  These impairments will have a direct effect on video quality (via network errors and lost packets due to packet delay variation exceeding receiver buffer lengths) and end-to-end delay.(via network delay and receiver buffers).

H.323 terminals providing video communications may be capable of encoding and decoding video according to H.261 and H.263. The video bitrate, picture format, and algorithm options that can be accepted by the decoder can be negotiated. H.323 video terminals are also capable of operating with asymmetric video bitrates and frame rates, and more than one picture resolution is supported.

However, both H.261 and H.263 codecs produce video streams of constant bitrate (CBR). Like audio, video can also be transferred as variable bitrate (VBR) using a VBR codec to provide better efficiency.  Like VBR audio, the time sensitive traffic of VBR video can be described by using a peak rate and an average rate.

5.3 
Data characteristics

The traffic created by H.323 data applications (e.g. T.120) and system control is of the non-real-time VBR category that has no stringent constraints on end-to-end delay or delay variation. The bitrates for data traffic may vary from a few kilobits to multi-gigabits per second.  Like real-time audio and video, the data traffic can also be compressed, but the bitrate will still be variable-rate in nature with bursty characteristics. Since this traffic is assumed to be TCP based and consequently adaptive to available resources, the only parameter that may have to be defined is a minimum rate. Peak rate and average rate may have limited or no meaning for these services.

It is also possible that the application can dynamically request additional bandwidth from the network.  In this kind of service, the application specifies the peak bitrate (PBR) and the minimum bitrate (MBR) required.

6
Specification of QOS Characteristics

[Ed Note: This Section replaces the material in Appendix V.  A detailed review of the material in Appendix V is still required to ensure all the capabilities expressed in the Appendix V Tables can be satisfactorily represented by the approach here.  Specifically the categories of Guaranteed, Controlled and Best Efforts introduced in Appendix V need to be considered and a decision is required on the meaning and appropriateness of these categories.]

[Ed Note: The details of this Section are for discussion.]

QoS requirements may be specified at three levels within the system:

1. End-to-end QoS specified in the application plane and as seen at the man-machine interface 

2. QoS at a generic bearer level, independent of which network QoS mechanism is used (IP, ATM etc.). The generic bearer QoS description shall be used in signalling within the H.323 Application Plane (Reference Points A and B) and between Application Plane and Transport Plane (Gatekeepers and Resource Managers) (Reference Point C).

3. QoS as implemented within the IP transport network (Diffserv, MPLS, etc.)

6.1
QoS at the man machine interface: 

Parameters to be communicated over the man machine interface will have an application specific set of parameters. For example:

· Application/service selection: e.g. telephony, video on demand “Net meeting” etc.

· QoS level selection: high or medium quality, possibly along with charge advice (per minute or for the full session). The "QoS level" will have different meaning depending on the application. QoS level will also have different meaning for different terminals (high quality for a computer with large screen will be different from high quality for a mobile hand-held computer or mobile phone).

At the application level we can talk about good, medium and bad quality. Good, medium and bad quality can for most applications be mapped into other parameters.

Take voice as an example. For good voice quality the application selects a high performance codec, which typically also requires a high bit rate. For a low quality we typically select a low rate codec. From a bearer perspective all codec types can be described with the following parameters:

· Peak rate 

· Expected average rate (in case of variable bit rate coding)

· Burst, yes/no (this might be redundant information in combination with expected average)

· End-to-end delay.  This may be defined as one of a set of possible maximum delay values or simply reduced to a single parameter indicating whether the application is delay critical, e.g. yes/no (for telephony this would indicate a single highly critical maximum end-to-end delay value independent of codec) 

· Maximum Packet loss. Again, this may be defined as one of a set of possible maximum packet losses or simply reduced to a single parameter indicating whether the application is packet loss critical, e.g. yes/no (for telephony this would indicate a single highly critical maximum permitted packet loss value independent of codec).

6.2
Generic Bearer QoS parameters

This can be separated into:

· application specific information, and

· generic bearer information.

The application specific information for end to end negotiation may include parameters such as:

· The service class: telephony, video on demand, “Net meeting”.

· Codec type when applicable (will also be required by the network when transcoding is required).

These application specific parameters shall be mapped into more bearer specific parameters like:

· Peak rate (used for resource control)

· Expected average rate (may improve the resource control)

· Bursty: yes/no (alternative parameter to “Expected average”)

· Real time: yes/no (may be used for QoS mapping within a domain)  

· Delay critical: yes/no (may be used for QoS mapping within a domain)

· Loss critical: yes/no (may be used for QoS mapping within a domain)  

· Minimum rate (may be used for an improved best effort service)

Ed Note: The main issue is this: what are the resolutions we need for each of these parameters. For the last three parameters is it good enough to use two levels, e.g., high and low?  For many of the parameters we have suggested a simple yes/no (high/low) resolution since we don’t believe that we need finer granularity. (an alternative could be high, medium and low).

Ed Note: The codec type is not included in this parameter list since we don’t believe it will affect the bearer as such. Still the type of codec has to be negotiated between terminating points, end to end between hosts and between hosts and transcoders. Observe that servers as well as gateways may support transcoders and which solution there are will affect the procedures.

Ed Note. A limited set of parameter combinations may apply. See proposals below.

Ed Note. Some of these parameters may change from A to B e.g. if there is a transcoder function between A and B. Whether the transcoder is part of the network or not depends on the network solution (terminal or network centric).

Ed Note. In addition to these more generic parameters there might be a need for more access specific parameters, e.g., related to the mobile access. However we assume that these more access specific parameters are only negotiated locally between the mobile terminal and the access network and never end to end.

6.3
Bearer Service Classes

The parameters above can be associated with a limited set of bearer service classes in the following way.

6.3.1
Asynchronous data transfer (Interactive and Background):

· real time: 
no

· Minimum rate 
(zero may apply to best effort). A limited set of rates may apply (operator’s choice?).

Comments: No other parameters apply. Parameters like “loss critical” and “Bursty” are implicit and do not have to be signalled. This bearer service assumes TCP operation. 

For this service there are no delay guarantees (the delay is expected to be less than 1 second through the backbone network). 

The large delay or response a user still may experience will basically be due to low available rate or due to overloaded servers.

Asynchronous data transfer bearer class can be compared with the UMTS QoS Classes “Interactive” and “Background”, considering “Interactive” as an “Asynchronous data transfer” with a predefined Minimum rate and “Background” as an “Asynchronous data transfer” with a predefined Minimum rate.

Depending on the network implementation and dimensioning (over-provisioned or not) we will have different use of the parameters as indicated below:
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6.3.2
Real time for distributive services (Streaming):

· real time: 


yes

· Delay critical:

no

· Loss critical:

yes/no 

· Peak rate: 

Kbit/s

· Bursty:


yes/no

Comments: “No” for the “delay critical” parameter will still mean that the delay (including jitter) has to be limited. “Loss critical” may be used to control the “loss” bits in DiffServ. “Peak” and “Bursty” will be used for resource control.

For this service the maximum delay has to be guarantied even though it is not critical. The actual delay does not have to be defined. We may assume that the application applies adaptive buffering at the receiver. An end to end delay is expected to be in the order of 0.5 to 1 second (or less) (there is no gain in putting large buffers in the network.)

The real time for distributive services bearer class can be compared with the UMTS QoS Class “Streaming”.

For applications with limited response requirements, this may be the service class to be used (user’s choice).

6.3.3.
Real time for communicative services (Conversational):

· real time: 

yes 

· Delay critical: 

yes 

· Loss critical: 

yes/no 

· Peak rate: 

Kbit/s

· Bursty:


yes/no

Comments: This class is specially designed to meet the requirements of telephony. Peak allocation may apply.

As in PSTN, each network segment has to keep the delay as low as possible (within reasonable efforts). A backbone IP network is expected to meet the delay requirement for a PSTN transit network. The end to end delay is guarantied through bilateral agreements between operators (if you as an operator do not meet the requirement you will not be part of the club). [Ed Note: Allocation or non allocation of delay budgets between domains is for discussion]

The real time for communicative services bearer class can be compared with the UMTS QoS Class “Conversational”.

Depending on the network implementation and dimensioning (over-provisioned or not) we will have different use of the parameters for these two  real-time services as indicated below:
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6.4
Procedures

[Ed Note: The contents of this sub-section will be incorportaed into later sections of the Annex]

In the following example, a terminal centric scenario is assumed where the network involvement is limited to the offering of bearers.

Assume that a low performing terminal (terminal A) is to be connected to a high performing terminal (terminal B). 

The installed application is assumed to know its limitation bounded by the terminal on which it’s running and of its respective access.

An end to end negotiation (using best effort) triggers the session. This negotiation is done in order to find the common denominators between the terminals. The first step is to verify that the two terminals are running compatible applications. (In case of incompatibility a network server, e.g., a transcoder, may solve the problem however not without reduced quality.)

For many asynchronous services (e.g., based on web browsing) this may be the only thing you need. To define a better than best effort service or “Gold” service, you may in addition only have to define a “minimum rate”. The minimum rate is first negotiated end to end between the terminals and after that a minimum rate is requested from the network.

For real-time services you may also have to define other parameters other than those listed above (real-time, etc.). The peak rate will in this case be a mandatory parameter that will be within the bound of the access (and the network) capabilities. Again an end to end negotiation between terminals is assumed prior to a user to network negotiation. 

The parameter negotiation may in this case result in a highest possible service for the terminal A user while terminal B user will get a low quality service relative to his terminal capabilities.

7.
H.323 QOS control procedures

This section discusses the signalling procedures that are necessary for an H.323 system to support the H.323 QOS architecture described above.

[Editor’s comment: Contributions are needed detailing H.245 procedures.]

7.1
Endpoint advertisement of QOS capabilities to the Gatekeeper

An endpoint should advertise to its gatekeeper its capabilities with regard to reserving resources.  This is done in RAS using the transportQOS field of either the RRQ, ARQ or LRQ message.  If sent in the RRQ or LRQ message, the capabilities expressed in the transportQOS field apply to all calls made by the endpoint, unless the endpoint specifies a transportQOS field in an ARQ message.  If the endpoint includes transportQOS in an ARQ message, the capabilities specified apply only to that particular call.

The transportQOS field indicates whether the endpoint has the capability to reserve transport resources in accordance with guaranteed and controlled services criteria.  If none of these capabilities exists, it indicates unspecified services (i.e., best effort) criteria.  Specification of the capabilities of the guaranteed, controlled, and unspecified services criteria mean that resources can be reserved in accordance the QOS parameters described in Section 10.x.3.

Having learned about an endpoint’s QOS capabilities, a gatekeeper should include this information in any LCF message that it sends regarding that endpoint.

[Editor’s comment: The semantics of transportQOS field need more thorough specification.  For example:

· Can gatekeeperControlled be sent by an endpoint? (This is an issue in the existing standard.)

· Can gatekeeperControlledServices be sent by an endpoint?(Answer will be same as for gatekeeperControlled.)

· When sent by an endpoint, does noControl mean that an endpoint does not have the ability to reserve resources, or does it mean that no QOS control is necessary for this call? (This is an issue in the existing standard.)

· Including  transportQOS in an LRQ when the LRQ is sent by a gatekeeper is somewhat different from the usual purpose of an LRQ, which is to “request” information, so some additional explanation of this case is needed.

· When sent in an LRQ, does transportQOS override any transportQOS previously specified in an RRQ?

· The meaning of endpointControlled versus endpointControlledServices should be clarified to indicate that the difference is that endpointControlledServices has the ability to offer H.323 QOS classes.  The same comment applies to gatekeeperControlled versus gatekeeperControlledServices.

7.2

Gatekeeper selection of QOS mode

Having received information about an endpoint’s QOS capabilities, a gatekeeper should decide based on that information and on information it has about the state of the network, either: 

· to permit the endpoint to apply its own reservation mechanism for its H.323 session in accordance with the H.323 differentiated services criteria (endpointControlledServices) or by other criteria (endpointControlled); or

· to perform resource reservation on behalf of the endpoint session in accordance with the H.323 differentiated services criteria (gatekeeperControlledServices) or by other criteria (gatekeeperControlled); or

· that no resource reservation is needed at all (noControl).

This decision is conveyed to the endpoint in the RCF or ACF message.  If relayed in the RCF message, the decision applies to all calls made by the endpoint, unless the gatekeeper later supplies a transportQOS field in an ACF message.  If relayed in the ACF message, the decision applies only to one particular call.

The endpoint shall accept the gatekeeper's decision in order to place a call.

[Editor’s comment: This latter sentence moves  a “shall” from an Appendix (informative) to the main body of the standard (normative).  Any backward compatibility concerns about this?]

The Gatekeeper should reject an endpoint's RRQ or ARQ if the endpoint does not indicate that it is capable of resource reservation, and the Gatekeeper decides that resource reservation must be controlled by the endpoint. In this case, the Gatekeeper should send an ARJ back to the endpoint with a rejectReason of qosControlNotSupported.

[Editor’s comments:

· If transportQOS was relayed in the LRQ  message, how does the gatekeeper respond?  The transportQOS in the LCF message should apply to the endpoint about which the LRQ requested location information.    Text should be added/modified to indicate that transportQOS in the LRQ/LCF is used to exchange capability information, rather than as a request for QOS mode information from a GK as in the case of the ARQ/ACF.

· Should transportQOS be included in the preGrantedARQ field of the RCF message?

· Why does the gatekeeper need to inform the endpoint precisely which services it will provide?  I.e., why is the gatekeeperControlledServices field more valuable than gatekeeperControlled?

· Need text to indicate that if the endpoint advertised endpointControlled and the gatekeeper responded with endpointControlledServices then the endpoint should consider this to mean that the gatekeeper has decided that the QOS will be endpoint controlled and that certain QOS parameters are desired, but the endpoint is not obligated to provide those services.

· If the endpoint advertised endpointControlledServices, can the gatekeeper modify those services and reply with the modified endpointControlledServices?  If so, what modifications are permissible?  Text should be added to indicate that the response from the gatekeeper indicates a desired level of QOS, but the EP is not obligated to provide QOS services that it did not advertise the capability to provide.
7.3

Endpoint bandwidth requests

[Editor’s comment: The BandWidth structure was proposed in Red Bank to be replaced with a structure with the same name but defining a more detailed traffic characterization.  Since it would not be backward compatible to redefine an existing structure, a new structure, BandWidthDetails was added that will augment the existing BandWidth structure.]

In addition to transportQOS, an endpoint should also calculate and report the bandwidth it currently intends to use in all channels of the call.  The bandWidth and bandWidthDetails parameters contains all information related to differentiated services. This bandwidth request should be reported in the ARQ message. These fields will indicate whether the bandwidth is calculated in accordance to differentiated services criteria or not.  If the bandwidth is to be reserved using differentiated services criteria, all performance parameters related to services classes shall be described. Section 10.x.3 depicts all parameters of those service classes. These H.323 application level QOS parameters can be described for all media streams combined together or for a single media stream, as appropriate.

The bandwidth parameters for differentiated services reported in the ARQ message are independent of the decision by the endpoint or by the gatekeeper to use any network level resource reservation schemes (e.g., RSVP in the case of the IP network, use of QOS Classes at the time of call setup in the case of ATM network) or not.

In addition, if bandwidth requirements change during the course of the call, an endpoint should report changes in bandwidth requirements (whether due to the use of differentiated services criteria or not) to the Gatekeeper using the BRQ independent of the decision to use any network level resource reservation schemes.

7.4
H.245 QOS signalling procedures

[Editor’s note: Contributions are needed to complete the details of H.245 syntax and procedural changes to support QOS.]

Each endpoint indicates its transmit and receive QOS capabilities using the qOSCapability field to the other endpoint during the H.245 capability exchange that is not specific to any media. After capability exchange, the open logical channel phase is used to appropriate resources that are specific to a given medium.

7.4.1
Capability Exchange Phase

The qOSCapability field is used to represent an aggregate for all streams (audio, video, and/or data/signaling traffic) either those to be transmitted or those to be received. These aggregate parameters provide an estimate to the other H.323 endpoint or entity the total resources needed to be used for this particular multimedia call. 

7.4.2
Open Logical Channel Phase

In this phase, the opening of the H.245 logical channel and reserving (guaranteed or controlled) resources are done. Reservations (guaranteed or controlled) are performed only if both H.323 endpoints or entities indicate that they are H.323 QOS service class enabled during capability exchange. 

7.5
 H.225.0 Annex G – Communication Between Administrative Domains

[Editor’s comment: Need to consider whether this text should be in Annex G with other Annex G procedures instead of in H.323.]

The transportQOS field is used in the Descriptor message for inter-domain communications.  Like intra-domain communications, the transportQOS field will also indicate whether the endpoint or the gatekeeper will have the capability to reserve transport resources in accordance with guaranteed and controlled services criteria.  If none of these capabilities exists, it will indicate unspecified services (i.e., best effort) criteria.  The capabilities of the guaranteed, controlled, and unspecified services criteria will mean that resources can be reserved in accordance with the QOS parameters described in Section 10.x.3.
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Appendix I

Mapping H.323 QOS classes over specific transport layers

[Editor’s comment:  The material in this Appendix is for further review in the light of the adoption of the generic QoS bearer description.]

A1.1
Objectives of QOS mapping

[Editor’s comment: Need to see if this section can be made more concise.]

This section defines how the application level H.323 QOS classes can be mapped over the specific network layer QOS mechanisms defined by packet- and cell- based networks such as IP and ATM. An end user can request any H.323 QOS class based on one’s desire considering the cost-performance trade-offs, and negotiate the end-to-end QOS accordingly.

However, a packet network may or may not be able to satisfy all QOS requirements of the H.323 application because it have problems such as congestion, unacceptable packet/cell delays or too much packet/cell delay variation. Even if the network satisfies the QOS requirements, the resources or cost involved may be too prohibitive to be scaleable over large networks. Considering these networking conditions, network layer QOS services are being standardised, especially for the IP network by the IETF, primarily to have more highly scalable solutions.  For example, the IETF has defined RSVP, Integrated Services, Differentiated Services, and MPLS.

These network layer QOS services may not always provide a one-to-mapping to the application layer QOS classes because their primary objective is to provide a scalable solution over the network. Once a new class of network layer QOS services is defined, the application needs to be changed accordingly where the H.323 application level QOS can be expressed as only a finite set of classes from the end user’s point of view in a meaningful way.  It is a very costly affair to change the application each time a network layer QOS is changed.

Therefore, it implies that one needs to have a mechanism to map application layer QOS classes to the transport network layer QOS services because the basic characteristics of the application do not change.  Moreover, network layer QOS services also depend on the type of network whereas the same application is being transferred over all networks.  A few examples will clarify the situation further.

Figure x shows that the three administrative domains that deal with H.323 services are offering different kinds of network layer QOS services.  The H.323 protocol is the common basis at the application layer on an end-to-end basis. 
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Figure x: Administrative Domains with Different Network Layer QOS Services

H.323 terminals and gatekeepers/border elements over all domains communicate using the common H.323 protocol. The call is negotiated on the basis of the H.323 QOS classes that are understood by all H.323 entities of all domains. However, the different QOS services at the network layer will lead to confusion if there is no common framework for mapping the QOS parameters between the application and the network layer. In this particular situation, the application layer H.323 QOS classes provides the common basis for translation on end-to-end basis.  In this way, both application and network level QOS classes can be classified independently as needed without changing the application itself each time the network level QOS class is changed.  Rather, a mapping function will be able to perform the job.

A1.2
Mapping H.323 QOS to IP Network QOS

[Editor’s note: This section is subject to change as the details of mappings to specific transport layers are developed.]

The IETF has introduced the Resource ReSerVation Protocol (RSVP), integrated services (IntServ/RSVP), differentiated services (DiffServ), and MultiProtocol Label Switching (MPLS) to meet the demand for QOS in IP networks.

RSVP is a signaling protocol for applications to reserve resources.  RSVP has been modified and extended in several ways to reserve resources for aggregations of flows to make it more scalable for large networks. 

IntServ uses RSVP as its signaling protocol along with other components such as the admission control routine, the classifier and the packet scheduler. 

DiffServ defines the layout of the type of service (TOS) byte (also called the differentiated services, or DS, field) of the IP header and a base set of packet forwarding treatments known as the per-hop behaviors (PHBs). Several differentiated service classes can be created by marking the DS fields in keeping with the Internet philosophy of simplicity. Basically, DiffServ provides a relative priority scheme.  However, a signaling protocol like RSVP may be needed to request services dynamically. Alternatively, the service classes supported and amount of traffic needed for each class can be pre-provisioned statically.

MPLS uses a fixed length label ahead of the IP address. This label functions as an index for the selected route.  The class-of service (COS) bits within the short fixed-size label provides the indication of the QOS for the packet.

A1.2.1 Mapping H.323 QOS to RSVP

[Editor’s note: The information in this section needs to be reconciled with the information in Appendix II/H.323.]

[Editor’s note: This section is subject to change as the details of mappings to specific transport layers are developed.]

RSVP is a QOS signaling protocol that requests the reservation of resources.  These requests dictate the level of resources (e.g., bandwidth, buffer space) that must be reserved along with the transmission scheduling behavior.  The transmission scheduling behavior must be installed in the network layer devices (e.g., routers) to provide the desired end-to-end QOS commitment for the data flow.  The QOS can be provided on a per-flow basis according to requests from the end application.  For higher scalability, RSVP has been extended to reserve resources for aggregation of flows.  RSVP attempts to offer a “guaranteed” and a “controlled” service to the network.

The guaranteed service is for real-time applications that unable to handle delay – it tries to deliver a practicable, constant stream of network capacity that is as close as possible to the end-to-end network delay.

The controlled-load service is a better than best-effort service; it tries to deliver end-to-end network capacity as close as possible to the condition of an unloaded network, but still best effort. Controlled-load contracts agree that a flow will be handled within a certain range, but variance is anticipated. It is not expected to accept or use specific values for control parameters that include information about delay or loss.

In RSVP, traffic can be characterized by peak rate of flow (bytes per second -> bits per second), maximum datagram size/maximum burst size (bytes -> bits), token bucket rate/service rate/bandwidth (bytes per second -> bits per second), slack term/delay (milliseconds), variation in delay, and other parameters.  It may be noted that packet losses (or bit errors) are not taken into account by RSVP specifications.

[Editor’s comment: what does “->” mean in the above paragraph?]

The per-flow state information with RSVP increases proportionally with the number of flows. This places a huge storage and processing overhead on the routers. Flow aggregation may help to improve the situation, but it is also controversial in the IETF.

A1.2.2 Mapping H.323 QOS to IntServ

[Editor’s note: This section is subject to change as the details of mappings to specific transport layers are developed.]

The integrated services (IntServ) model uses RSVP as the signaling protocol to provide two service classes in addition to best effort service. However, IntServ also uses the following along with RSVP:

· Admission control routine

· Classifier

· Packet scheduler 

Table x shows the possible mapping between the H.323 QOS and IntServ/RSVP service classes.

[Editor’s note: Remove the word “possible” when the mappings are finalized.] 
Table x: Possible Mapping between H.323 QOS and Integrated/RSVP Services Classes

H.323 QOS Classes
Integrated/RSVP Services Class
Remarks





Guaranteed Services Class (GSC):







Guaranteed Service Class One

(PBR - EED, EEDV, BER)
Guaranteed Service

(Peak Rate, delay, delay variation)
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit. 





Guaranteed Service Class Two

(PBR - EED, EEDV)
Guaranteed Service

(Peak Rate, delay, delay variation)
H.323 QOS parameters are in the application layer where as RSVP parameters are related to the network layer. So, the conversion between these two sets of parameters should take into account the additional parameters like the packet overheads of the network layer.





Guaranteed Service Class Three

(PBR, SBR, MBS - EED, EEDV, BER)
Guaranteed Service

(Peak Rate, token bucket rate/service rate, maximum burst size, delay, delay variation)
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.





Guaranteed Service Class Four

(PBR, SBR, MBS - EED, EEDV)
Guaranteed Service

(Peak Rate, token bucket rate/service rate, maximum burst size, delay, delay variation)






Controlled Services Class (CSC):







Controlled Services Class One (PBR, SBR, MBS – BER)
Controlled Service

(Peak Rate, token bucket rate/service rate, maximum burst size)
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.





Controlled Services Class Two (PBR, SBR, MBS)
Controlled Service

(Peak Rate, token bucket rate/service rate, maximum burst size)






Controlled Services Class Three (PBR, MBS – BER)
Controlled Service

(Peak Rate, token bucket rate/service rate)
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.





Controlled Services Class Four (PBR, MBR)
Controlled Service

(Peak Rate, token bucket rate/service rate)






Unspecified Service Class (USC):







Unspecified Service Class

(PBR - Not subject to any kind of call admission control or usage parameter control procedures)
Best-Effort Service

(PBR- Not subject to any kind of call admission control or usage parameter control procedures)






In addition to the flow states, all routers must have RSVP, admission control, MF classification, and packet scheduling.  This is a significant burden on the routers compared with that of best effort service.

A1.2.3 Mapping H.323 QOS to DiffServ

[Editor’s note: This section is subject to change as the details of mappings to specific transport layers are developed.]

The IETF’s DiffServ is a response to the scalability and deployment obstacles posed by end-to-end reservations across wide-area links using IntServ/RSVP services. The long-term goal for DiffServ is to eliminate the need for RSVP reservation across the wide area network (WAN), and it prompts easily with MPLS devices at the edge of the WAN core.

As stated earlier, DiffServ assumes that some capacity in the network has been set aside ahead of time for a particular class of traffic – in this respect, it is somewhat like a reservation. Rather than having each device determine the session to which a DiffServ packet belongs, however, DiffServ marks the IP TOS field (DS field) so that intermediate nodes can classify traffic on a packet-by-packet rather than on a session-by-session basis.  If the capacity of the network is not set aside a priori, a dynamic signaling protocol (e.g., RSVP) needs to be used to request services on demand.

DiffServ employs devices at network boundaries known as traffic conditioners that apply a set of rules to traffic they forward. These rules, known as primitives, are as follows:

· Classification

· Policing

· Shaping

· Marking

Only the classification primitives using the IP TOS filed (DS filed) are defined since policing, marking, and shapping functions will vary greatly from device to device. Some mandatory values of the DS codepoints, and their associated PHBs, are outlined in standards. Additional recommended values and PHBs will be published by the IETF.

DiffServ policing primitives will tell a device how to look at traffic behavior and see if it is within a given profile. Shaping primitives will tell a device how to move a traffic flow to within a given profile through the use of queues, rate controllers, and so on. Finally the marking primitives will tell a device how to set the edge might act upon multifield classification and marking primitives; within the network, a core device might rely on behavior aggregate classification and shaping primitives.

Using the classification, policing, shaping, and scheduling mechanisms, many services can be provided, such as:

· Premium service for applications requiring low-delay and low jitter service

· Assured service for application requiring better reliability that best-effort service

· Olympic service, which provides three tiers of services: gold, silver, and bronze, with decreasing quality

DiffServ defines only the DS fields and PHBs. It is service providers’ responsibility to decide which services to provide.  DiffServ is easier to implement and deploy because of the following:

· Only limited number of service classes are indicated by DS field

· The amount of state information is proportional to the number of classes rather than the number of flows

· Sophisticated classification, marking, policing, and shapping are only needed at the boundary of the network

· Service providers core routers need only to have behavior aggregate (BA) classification

Table x shows how the possible mapping between the application layer H.323 QOS and the network layer DiffServ services class can be done.

[Editor’s note: Remove the word “possible” when standard mappings are finalized.] 
Table x: Possible Mapping between H.323 QOS and DiffServ Services Classes

H.323 QOS Classes
Differentiated Services Class
Remarks





Guaranteed Services Class (GSC):







Guaranteed Service Class One

(PBR - EED, EEDV, BER)
Can be defined using the PHB (DS codepoint) 
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.

If needed, RSVP can be used along with the PHB.

Policing, shaping, and marking also need to be used in addition to the PHB. Bandwidth brokers and route pinning may be required.

This can also be termed as the premium service [16].





Guaranteed Service Class Two

(PBR - EED, EEDV)
Can be defined using the PHB (DS codepoint)
If needed, RSVP can be used along with the PHB.

Policing, shaping, and marking also need to be used in addition to the PHB. Bandwidth brokers and route pinning may be required.

This can also be termed as the premium service [16].





Guaranteed Service Class Three

(PBR, SBR, MBS - EED, EEDV, BER)
Can be defined using the PHB (DS codepoint)
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.

If needed, RSVP can be used along with the PHB.

Policing, shaping, and marking also need to be used in addition to the PHB. Bandwidth brokers and route pinning may be required.

This can also be termed as the premium service [14].





Guaranteed Service Class Four

(PBR, SBR, MBS - EED, EEDV)
Can be defined using the PHB (DS codepoint)
If needed, RSVP can be used along with the PHB.

Policing, shaping, and marking also need to be used in addition to the PHB. Bandwidth brokers and route pinning may be required.

This can also be termed as the premium service [14].





Controlled Services Class (CSC):







Controlled Services Class One (PBR, SBR, MBS – BER)
Can be defined using the PHB (DS codepoint)
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.

If needed, RSVP can be used along with the PHB.

Policing, shaping, and marking may also need to be used in addition to the PHB. The route pinning may be required.

Endpoint adaptation to QOS is required.

This can also be termed as the assured service [14].





Controlled Services Class Two (PBR, SBR, MBS)
Can be defined using the PHB (DS codepoint)
If needed, RSVP can be used along with the PHB.

Policing, shaping, and marking may also need to be used in addition to the PHB. The route pinning may be required.

Endpoint adaptation to QOS is required.

This can also be termed as the assured service [14].





Controlled Services Class Three (PBR, MBR – BER)
Can be defined using the PHB (DS codepoint)
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.

If needed, RSVP can be used along with the PHB.

Policing, shaping, and marking may also need to be used in addition to the PHB. The route pinning may be required.

Endpoint adaptation to QOS is required.

This can also be termed as the assured service [14].





Controlled Services Class Four (PBR, MBR)
Can be defined using the PHB (DS codepoint)
If needed, RSVP can be used along with the PHB.

Policing, shaping, and marking may also need to be used in addition to the PHB. The route pinning may be required.

Endpoint adaptation to QOS is required.

This can also be termed as the assured service [14].





Unspecified Service Class (USC):







Unspecified Service Class

(PBR - Not subject to any kind of call admission control or usage parameter control procedures)
Best-Effort Service

(PBR- Not subject to any kind of call admission control or usage parameter control procedures)






It may be noted that the olympic service that intends to use the tiers of services with decreasing quality (gold, silver, bronze) can be based on specific values of QOS parameters of a given service class.  For example, if we consider the delay parameter, and we can specify a given value as follows:

· Gold: End-to-end delay (EED) = 100 milliseconds

· Silver: End-to-end delay (EED) = 150 milliseconds

· Bronze: End-to-end delay (EED) > 150 milliseconds

These values are called specific instances of a given QOS parameter and are implementation specific. These specific values do not change the fundamental characteristics of a given application service class other than the subjective quality (e.g., mean-opinion-score) from endusers’ point of view. Therefore, the standard forums that provide the implementation agreements may be the right place to assign subcategories, if any, of a given service class once the basic service classes are standardised independent of any specific values. However, the impact on the network to satisfy a specific value of a given QOS parameter can be very significant. For example, TIPHON is working on defining some service subclasses based on specific values of some QOS parameters. In this respect, the efforts of  ITU-T SG16, the IETF, and TIPHON are complementing one another. 

A1.2.4 Mapping H.323 QOS to MPLS

[Editor’s note: This section is subject to change as the details of mappings to specific transport layers are developed.]

MPLS inserts a fixed-length label “ahead” of the variable length IP address; it functions as an identifier for a selected route.  The header is generated based on IP route information like a network protocol. It is as if MPLS is providing longest match routing for the destination path as it is used in the current IP network.

However, MPLS contains a 3-bit field known as class-of-service (COS) [e.g., IP TOS] in its 32-bit label information to provide QOS information. A service provider can map IP TOS information into the label that is forwarded forming a virtual path. Interesting possibilities remain to interwork with IntServ/RSVP and differentiated services.

If MPLS uses the IP TOS bit to express service classes, the mapping between the application layer H.323 QOS is proposed as shown in Table x:

[Editor’s note: Remove the word “proposed” when standard mappings are finalized.] 
Table x: Possible Mapping between H.323 QOS and MPLS Services Classes

H.323 QOS Classes
MPLS/IPTOS Services Class

(Expressed in Precedence Bit Value [Integer])
Remarks





Guaranteed Services Class (GSC):







Guaranteed Service Class One

(PBR - EED, EEDV, BER)
7
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.

If needed, RSVP can be used.

This is also known as “Network Control” traffic type in RFC 791.





Guaranteed Service Class Two

(PBR - EED, EEDV)
7
If needed, RSVP can be used.

This is also known as “Network Control” traffic type in RFC 791.





Guaranteed Service Class Three

(PBR, SBR, MBS - EED, EEDV, BER)
6
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.

If needed, RSVP can be used.

This is also known as “CRITIC/ECP” traffic type in RFC 791.





Guaranteed Service Class Four

(PBR, SBR, MBS - EED, EEDV)
6
If needed, RSVP can be used.

This is also known as “CRITIC/ECP” traffic type in RFC 791.





Controlled Services Class (CSC):







Controlled Services Class One (PBR, SBR, MBS – BER)
5
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.

If needed, RSVP can be used.

This is also known as “Flash Override” traffic type in RFC 791.





Controlled Services Class Two (PBR, SBR, MBS)
5
If needed, RSVP can be used.

This is also known as “Flash Override” traffic type in RFC 791.





Controlled Services Class Three (PBR, MBR – BER)
4
The network can be pre-provisioned to keep the packet losses (BER) to a specified limit.

If needed, RSVP can be used.

This is also known as “Flash” traffic type in RFC 791.





Controlled Services Class Four (PBR, MBR)
4
If needed, RSVP can be used.

This is also known as “Flash” traffic type in RFC 791.





Unspecified Service Class (USC):







Unspecified Service Class

(PBR - Not subject to any kind of call admission control or usage parameter control procedures)
3, 2, 1

Best-Effort Service

(PBR- Not subject to any kind of call admission control or usage parameter control procedures)






A1.3 Mapping H.323 QOS to ATM Network QOS

[Editor’s note: This section is subject to change as the details of mappings to specific transport layers are developed.]

The ATM network defines a set of pre-defined QOS service categories. Each service category also defines a set of traffic attributes or parameters. These traffic parameters are conveyed to the network at connection setup for service category. 

Table x shows the possible Mapping between the H.323 QOS and ATM QOS Service Classes.

[Editor’s note: Remove the word “possible” when standard mappings are finalized.?]
Table x: Possible Mapping between H.323 QOS and ATM QOS Services Classes

H.323 QOS Classes
ATM Services Class and Traffic Attributes
Remarks





Guaranteed Services Class (GSC):







Guaranteed Service Class One

(PBR - EED, EEDV, BER)
Constant Bit Rate (CBR)

[PCR, CLR, CTD, CDV]






Guaranteed Service Class Two

(PBR - EED, EEDV)
Constant Bit Rate (CBR)

[PCR, CLR, CTD, CDV]
It is less stringent for the ATM network because the network does not need to satisfy any requirements for the CLR parameter.





Guaranteed Service Class Three

(PBR, SBR, MBS - EED, EEDV, BER)
Real-Time Variable Bit Rate (rt-VBR)

[PCR, SCR, MBS, CLR, CTD, CDV]






Guaranteed Service Class Four

(PBR, SBR, MBS - EED, EEDV)
Real-Time Variable Bit Rate (rt-VBR)

[PCR, SCR, MBS, CLR, CTD, CDV]
It is less stringent for the ATM network because the network does not need to satisfy any requirements for the CLR parameter.





Controlled Services Class (CSC):







Controlled Services Class One (PBR, SBR, MBS – BER)
Non-Real-Time Variable Bit Rate [nrt-VBR]

(PCR, SCR, MBS, CLR)






Controlled Services Class Two (PBR, SBR, MBS)
Non-Real-Time Variable Bit Rate [nrt-VBR]

(PCR, SCR, MBS, CLR)






Controlled Services Class Three (PBR, MBR – BER)
Non-Real-Time Variable Bit Rate [nrt-VBR]

(PCR, SCR, MBS, CLR)
It is less stringent for the ATM network because the network does not need to satisfy any requirements for the MBS parameter.





Controlled Services Class Four (PBR, MBR)
Available Bit Rate [ABR]

(PCR, MCR)






Unspecified Service Class (USC):







Unspecified Service Class

(PBR - Not subject to any kind of call admission control or usage parameter control procedures)
Unspecified Bit Rate (UBR)

(PCR - Not subject to any kind of call admission control or usage parameter control procedures)






Appendix II

[Editor’s comment:  The material in this Appendix is for further review in the light of the adoption of the generic QoS bearer description.]

The following change is required in Appendix II/H.323, “Transport Level Resource Reservation Procedures”, per APC-1705.

[Editor’s comment: The normative information in this appendix should be moved into Section 6]

II.5
Open logical channel and setting up reservations

In this subclause, we describe the steps that should be followed for opening an H.245 logical channel and reserving resources for a given traffic stream. We consider only the point-to-point case. The case of point-to-multipoint (multicast) connections will be discussed in II.7.

Appendix III

Modifications to H.225.0 v4

[Editor’s comment:  The material in this Appendix is for further review in the light of the adoption of the generic QoS bearer description.]
[Editor’s comment: additional review of the message syntax may be needed to ensure that the syntax will support expression of bandwidth requirements for multiple media streams in the same call.  This can be done when the procedural details are defined.]

A3.1
H.225.0 Text Changes

The following information is added to Section 7.6, “H.225.0 common message elements.”

[Begin Additions]

The BitrateClass structure allows selection of one of the bitrate traffic characterization classes (BRCs) defined in H.323.  Each BRC is characterized by one or more of the peakBitRate, sustainedBitRate, or meanBurstSize values.  The peakBitRate field is the peak bit rate (PBR) expressed in units of hundreds of bits per seconds.  The sustainedBitRate field is the sustained bit rate (SBR) expressed in units of hundreds of bits per second.  The meanBurstSize field is the mean burst size (MBS) expressed in units of hundreds of bits per second.

The DelayErrorClass structure allows selection of one of the delay error traffic characterization classes (DECs) defined in H.323.  Each DEC is characterized by one or more of the endToEndDelay, endToEndDelayVariation or bitErrorRate values.  The endToEndDelay is the end-to-end delay (EED) expressed in milliseconds.  The endToEndDelayVariation is the end-to-end delay variation or delay jitter (EEDV) expressed in microseconds.  The bitErrorRate is the bit error rate (BER) expressed as errors per million bits.

The GuaranteedServices structure allows specification of one or more of the guaranteed QOS service classes (GSCs) defined in H.323.

The ControlledServices structure allows specification of one or more of the controlled QOS service classes (CSCs) as defined in H.323.

The UnspecifiedServices structure allows specification of the unspecified QOS service class (USC) as defined in H.323.

The StreamSpecificGuaranteedServices structure allows selection of one of the guaranteed QOS service classes (GSCs) defined in H.323.

The StreamSpecificControlledServices structure allows selection of one of the controlled QOS service classes (CSCs) as defined in H.323.

The StreamSpecificUnspecifiedServices structure allows selection of the unspecified QOS service class (USC) as defined in H.323.

The DifferentiatedServices structure allows specification of the H.323 QOS service classes as defined in H.323.  This structure allows selection of one or more of the GuaranteedServices, ControlledServices or UnspecifiedServices QOS service classes described above.

The StreamSpecificDifferentiatedServices structure allows selection and specification of one of the H.323 QOS service classes defined in H.323.  The service class is one of the StreamSpecificGuaranteedServices, StreamSpecificControlledServices or StreamSpecificUnspecifiedServices QOS service classes described above.

The BandWidthDetails structure provides detailed information about the bandwidth required by one or more media streams.  This structure provides more information than is available in the BandWidth structure.  The differentiatedServicesClass choice allows specification of the characteristics of the combination of all media streams in a call.  The streamSpecificDifferentiatedServices choice allow specification of the characteristics of a particular media stream within a call.  The bitsPerSecond choice allows a simple characterization of the bidirectional peak bit rate (PBR) required for a call, expressed in units of hundreds of bits per second.

The TransportQOSClassSupported structure allows an description of a set of capabilities related to supporting QOS.  The guaranteedServicesSupported field allows indication of support for one or more of the guaranteed service classes (GSCs) defined in H.323. The controlledServicesSupported field allows indication of support for one or more of the guaranteed service classes (GSCs) defined in H.323.  The unspecifiedServices field allows indication of support for the unspecified service classes (USC) defined in H.323.

The TransportQOS structure includes the following:

endpointControlled - The endpoint will apply its own resource reservation mechanism.

gatekeeperControlled - The gatekeeper will perform resource reservation on behalf of the endpoint.

noControl - No resource reservation is needed.
endpointControlledServices – The endpoint will apply its own resource reservation mechanism for H.323 differentiated services.

gatekeeperControlledServices - The gatekeeper will perform resource reservation for H.323 differentiated services on behalf of the endpoint.

 [End Additions]

The following modifications are made to existing message parameter definitions:

[Begin Modifications]

7.3.10 Setup

...

ConnectionParameters – allow specification of parameters needed by gateways that provide multiple connection types and/or aggregation (for example, an H.323/H.320 gateway):

...

bandWidthDetails – characterises the bandwidth required for the call.  Note: This field may specify a peak bit rate (PBR); the PBR is also specified by the bearer capability IE of the Setup message.

...

[Editor’s comments: 

· D.222 and APC 1669 seem to indicate that the bandWidthDetails field would indicate only the PBR.  What would be the use of including it if the PBR is also specified in the bearer capability IE?

· There is currently no information provided on when a sending endpoint should include this field, and no information on how a receiving endpoint should interpret and act on this information.

· The definition of connectionParameters indicates that its subfields are relevant only to gateways.  The QOS information is needed by terminals as well.]

7.9.1 RegistrationRequest (RRQ)

...

transportQOS – An endpoint may use this to indicate its capability to reserve transport resources.

7.9.2
RegistrationConfirm (RCF)

...

transportQOS – The gatekeeper may include this field to indicate to the endpoint where the responsibility lies for resource reservation.  If the gatekeeper received a TransportQOS in the RRQ, then it should include TransportQOS (possibly modified by the gatekeeper) in the RCF.

7.11.1
AdmissionRequest (ARQ)

...

bandWidthDetails – This field provides a characterisation of the bandwidth required for the call in greater detail than the bandWidth field.

7.11.2 AdmissionConfirm (ACF)

...

bandWidthDetails – This field provides a characterisation of the maximum bandwidth allowed for the call in greater detail than the bandWidth field.

7.11.3
AdmissionReject (ARJ) 

...

rejectReason – This is the reason the admission request was denied. Note that the rejectReason of routeCallToSCN is an appropriate choice only when the ARJ is directed to an ingress gateway (the ARQ was sent by a gateway and the answerCall boolean in the ARQ is FALSE). If rejectReason is routeCallToSCN, the rejectReason for this choice also includes a telephone number, or list of telephone numbers, to which the gateway can redirect the call in the SCN, if the gateway supports such a procedure.  If rejectReason is exceedsCallCapacity, the gatekeeper has determined that the destination does not have the capacity to accept this call at this point in time. A rejectReason of requestDenied indicates that there was insufficient bandwidth to available to admit the call.  A rejectReason of qosControlNotSupported indicates that the gatekeeper has determined that the endpoint does not have the required QOS control capabilities required for this call.

7.12.1
BandwidthRequest (BRQ)

...

bandWidthDetails – This field provides a characterisation of the new bandwidth requested for the call in greater detail than the bandWidth field.

7.12.2 BandwidthConfirm (BCF)

...

bandWidthDetails – This field provides a characterisation of the maximum allowed bandwidth for the call in greater detail than the bandWidth field.

7.12.3
BandwidthReject (BRJ)

...

allowedBandWidthDetails – This field provides a characterisation of the maximum allowed bandwidth for the call in greater detail than the allowedBandWidth field.

7.13.1
LocationRequest (LRQ)

...

transportQOS – An endpoint may use this to indicate its capability to reserve transport resources.

[Editor’s comment: Further clarification of the use of this field in the LRQ/LCF, as compared to the  RRQ/RCF and ARQ/ACF, is needed.]

7.13.2 LocationConfirm (LCF)

...

transportQOS – An endpoint may use this to indicate its capability to reserve transport resources.

[End Modifications]

A new section is added as follows:

[Begin Additions]

[Editor’s comment: APC-1668 suggests that gatekeepers should be allowed to use Annex G messages for intra-domain communications.  This topic is for further discussion.]

7.x Gatekeeper-to-Gatekeeper Messages for Intra-Domain Communications

The LRQ, LCF, and LRJ messages that exist for communications between gatekeepers in intra-domain communications may not be sufficient.  The messages defined in H.225.0 Annex G for inter-domain communications between border elements may also be used for communications between gatekeepers for intra-domain communications.  Gatekeeper support for sending and receiving Annex G messages is optional.

[End Additions]

H.225.0 ASN.1 Changes

New structures are added to the ASN.1 of H.225.0 as follows:

[Begin Additions]

[Editor’s comments:

· Is it really necessary to have a nonStandardParameter field in every structure?

· I did not import all of the H.225.0 Annex Message structures into the H.225.0 ASN.1.  I believe an implementor could just include the Annex G module if s/he chooses to support these optional messages.]

BitrateClass ::= CHOICE 

{

bitrateClassOne


BitrateClassOne,
-- BRC1

bitrateClassTwo


BitrateClassTwo,
-- BRC2

bitrateClassThree


BitrateClassThree,
-- BRC3

bitrateClassFour


BitrateClassFour,
-- BRC4

nonStandardBitrateClass

NonStandardParameter,

...

}

BitrateClassOne ::= SEQUENCE

-- (BRC1)

{

peakBitRate



INTEGER (0..4294967295), -- in 100s of bits

nonStandardData


NonStandardParameter OPTIONAL,

...

}

BitrateClassTwo ::= SEQUENCE

-- (BRC2)

{

peakBitRate



INTEGER (0..4294967295), -- in 100s of bits

sustaninedBitRate


INTEGER (0..4294967295), -- in 100s of bits

meanBurstSize



INTEGER (0..4294967295), -- in 100s of bits

nonStandardData


NonStandardParameter OPTIONAL,

...

}

BitrateClassThree ::= SEQUENCE
-- (BRC3)

{

peakBitRate



INTEGER (0..4294967295), -- in 100s of bits

meanBitRate



INTEGER (0..4294967295), -- in 100s of bits

nonStandardData


NonStandardParameter OPTIONAL,

...

}

BitrateClassFour ::= SEQUENCE

-- (BRC4)

{

peakBitRate



INTEGER (0..4294967295), 

-- in 100s of bits and not subject 

-- to any control.

nonStandardData


NonStandardParameter OPTIONAL,

...

}

DelayErrorClass ::= CHOICE

-- (DEC)

{

delayErrorClassOne


DelayErrorClassOne,
-- DEC1

delayErrorClassTwo


DelayErrorClassTwo,
-- DEC2

delayErrorClassThree


DelayErrorClassThree,
-- DEC3

nonStandardData


NonStandardParameter,

...

}

DelayErrorClassOne ::= SEQUENCE
-- (DEC1)

{

endToEndDelay



INTEGER (0..4294967295), -- in milliseconds

endToEndDelayVariation


INTEGER (0..4294967295), -- in microseconds

bitErrorRate



INTEGER (0..4294967295), -- as multiple of 10-6

nonStandardData


SEQUENCE OF NonStandardParameter OPTIONAL,

...

}

DelayErrorClassTwo ::= SEQUENCE
-- (DEC2)

{

endToEndDelay



INTEGER (0..4294967295), -- in milliseconds

endToEndDelayVariation


INTEGER (0..4294967295), -- in microseconds

nonStandardData


SEQUENCE OF NonStandardParameter OPTIONAL,

...

}

DelayErrorClassThree ::= SEQUENCE
-- (DEC3)

{

bitErrorRate



INTEGER (0..4294967295), -- as multiple of 10-6
nonStandardData


SEQUENCE OF NonStandardParameter OPTIONAL,

...

}

GuaranteedServices ::= SEQUENCE
-- (GSCs)

{

guaranteedServicesClassOne

GuaranteedServicesClassOne OPTIONAL,

-- GSC1

guaranteedServicesClassTwo

GuaranteedServicesClassTwo OPTIONAL,

-- GSC2

guaranteedServicesClassThree

GuaranteedServicesClassThree OPTIONAL,
-- GSC3

guaranteedServicesClassFour

GuaranteedServicesClassFour OPTIONAL,

-- GSC4

nonStandardGuaranteedServices

SEQUENCE OF NonStandardParameter OPTIONAL,

...

}

[Editor’s comment: Each field of the GSC1 structure is a SEQUENCE OF, presumably to account for multiple media streams in the same call.  But isn’t it necessary to associate a particular BRC with a particular DEC for a given media stream?  If so, how is this done?  This comment also applies to other GSC and CSC structures.  These details are for further discussion.]

GuaranteedServicesClassOne ::= SEQUENCE
-- (GSC1)

{

bitRateClassOne 


SEQUENCE OF BitRateClassOne,

delayErrorClassOne


SEQUENCE OF DelayErrorClassOne, 

nonStandardData


SEQUENCE OF NonStandardParameter OPTIONAL,

...

}

GuaranteedServicesClassTwo ::= SEQUENCE
-- (GSC2)

{

bitRateClassOne 


SEQUENCE OF BitRateClassOne,

delayErrorClassTwo


SEQUENCE OF DelayErrorClassTwo,

nonStandardData


SEQUENCE OF NonStandardParameter OPTIONAL,

...

}

GuaranteedServicesClassThree ::= SEQUENCE
-- (GSC3)

{

bitRateClassTwo 


SEQUENCE OF BitRateClassTwo,

delayErrorClassOne


SEQUENCE OF DelayErrorClassOne, 


nonStandardData


SEQUENCE OF NonStandardParameter OPTIONAL,


...

}

GuaranteedServicesClassFour ::= SEQUENCE
-- (GSC4)

{

bitRateClassTwo 


SEQUENCE OF BitRateClassTwo,

delayErrorClassTwo


SEQUENCE OF DelayErrorClassTwo, 


nonStandardData


SEQUENCE OF NonStandardParameter OPTIONAL,


...

}

ControlledServices ::= SEQUENCE
-- (CSCs)

{

conrtrolledServicesClassOne

ConrtrolledServicesClassOne OPTIONAL,

-- CSC1

conrtrolledServicesClassTwo

ConrtrolledServicesClassTwo OPTIONAL,

-- CSC2

conrtrolledServicesClassThree

ConrtrolledServicesClassThree OPTIONAL,
-- CSC3

conrtrolledServicesClassFour

ConrtrolledServicesClassFour OPTIONAL,
-- CSC4

nonStandardControlledServices

SEQUENCE OF NonStandardParameter OPTIONAL,

...

}

ControlledServicesClassOne ::= SEQUENCE
-- (CSC1)

{ 

bitRateClassTwo 


SEQUENCE OF BitRateClassTwo,

delayErrorClassThree


SEQUENCE OF DelayErrorClassThree, 


nonStandardData


NonStandardParameter OPTIONAL,


...

}

ControlledServicesClassTwo ::= SEQUENCE
-- (CSC2)

{

bitRateClassTwo 


SEQUENCE OF BitRateClassTwo,

nonStandardData


NonStandardParameter OPTIONAL,

...

}

ControlledServicesClassThree ::= SEQUENCE
-- (CSC3)

{

bitRateClassThree 


SEQUENCE OF BitRateClassThree,

delayErrorClassThree


SEQUENCE OF DelayErrorClassThree, 


nonStandardData


NonStandardParameter OPTIONAL,


...

}

ControlledServicesClassFour ::= SEQUENCE
-- (CSC4)

{

bitRateClassThree 


SEQUENCE OF BitRateClassThree,


nonStandardData


NonStandardParameter OPTIONAL,


...

}

UnspecifiedServices ::= SEQUENCE
-- (USCs)

{


unspecifiedServicesClass

UnspecifiedServicesClass OPTIONAL


nonStandardUnspecifiedServices
SEQUENCE OF NonStandardParameter OPTIONAL,


...

}

UnspecifiedServicesClass ::= SEQUENCE

-- (USC)

{ 

bitRateClassFour 


SEQUENCE OF BitrateClassFour,
-- BRC4


nonStandardData


NonStandardParameter OPTIONAL,


...

}

StreamSpecificGuaranteedServices ::= CHOICE

{

guaranteedServicesClassOne

GuaranteedServicesClassOne,
-- GSC1

guaranteedServicesClassTwo

GuaranteedServicesClassTwo,
-- GSC2

guaranteedServicesClassThree

GuaranteedServicesClassThree,
-- GSC3

guaranteedServicesClassFour

GuaranteedServicesClassFour,
-- GSC4

nonStandardGuaranteedServices

NonStandardParameter,

...

}

StreamSpecificControlledServices ::= CHOICE

{

conrtrolledServicesClassOne

ConrtrolledServicesClassOne,
-- CSC1

conrtrolledServicesClassTwo

ConrtrolledServicesClassTwo,
-- CSC2

conrtrolledServicesClassThree

ConrtrolledServicesClassThree,-- CSC3

conrtrolledServicesClassFour

ConrtrolledServicesClassFour,
-- CSC4

nonStandardControlledServices

NonStandardParameter,

...

}

StreamSpecificUnspecifiedServices ::= CHOICE

{


unspecifiedServicesClass

UnspecifiedServicesClass,


nonStandardUnspecifiedServices
NonStandardParameter,


...

}

DifferentiatedServices ::= SEQUENCE 


–- differentiated QOS information 

-- combining all media streams.

{

guaranteedServicesClass

GuaranteedServices OPTIONAL,

controlledServicesClass

ControlledServices OPTIONAL,

unspecifiedServicesClass

UnspecifiedServices OPTIONAL,

nonStandardServices


NonStandardParameter OPTIONAL,

...

}

StreamSpecificDifferentiatedServices ::= CHOICE 
-- differentiated QOS information 

-- of a particular media stream

{

streamSpecificGuaranteedServices
StreamSpecificGuaranteedServices,

streamSpecificControlledServices
StreamSpecificControlledServices,

streamSpecificUnspecifiedServices
StreamSpecificUnspecifiedServices,

nonStandardServices


NonStandardParameter,

...

}

BandWidthDetails ::= CHOICE

{

differentiatedServices
 ::= CHOICE

{

differentiatedServicesClass

DifferentiatedServices,

–- total bandwidth with differentiated QOS 

-- information combining all media streams.

streamSpecificDifferentiatedServices
StreamSpecificDifferentiatedServices,

-– total bandwidth with differentiated QOS 

-- information for a particular media stream.



...

}

bitsPerSecond



INTEGER (0..4294967295), 

-- in 100s of bits

nonStandardData


NonStandardDataParameter,

...

}

TransportQOSClassSupported ::= CHOICE

{


differentiatedQOSClassSupported ::= SEQUENCE

{

guaranteedServicesSupported
::=
SEQUENCE OPTIONAL,



{




guaranteedSAerviceClassOneSupported

NULL,
-- GSC1




guaranteedSAerviceClassTwoSupported

NULL,
-- GSC2




guaranteedSAerviceClassThreeSupported

NULL,
-- GSC3




guaranteedSAerviceClassFourSupported

NULL,
-- GSC4




...



}



controlledServicesSupported
::=
SEQUENCE OPTIONAL,



{




controlledSAerviceClassOneSupported

NULL,
-- CSC1




controlledSAerviceClassTwoSupported

NULL,
-- CSC2




controlledSAerviceClassThreeSupported

NULL,
-- CSC3




controlledSAerviceClassFourSupported

NULL,
-- CSC4




...



}

unspecifiedServices


NULL,


-- USC



...

}

nonStandardQOSClassSupported

NULL,

...

}

[End Additions]

The following existing structures are modified.

[Begin Modifications]

Setup-UUIE ::= SEQUENCE

{


protocolIdentifier

ProtocolIdentifier,


h245Address


TransportAddress OPTIONAL,


sourceAddress


SEQUENCE OF AliasAddress OPTIONAL,


sourceInfo


EndpointType,


destinationAddress

SEQUENCE OF AliasAddress OPTIONAL,


destCallSignalAddress

TransportAddress OPTIONAL,


destExtraCallInfo

SEQUENCE OF AliasAddress OPTIONAL,

-- Note 1 


destExtraCRV


SEQUENCE OF CallReferenceValue OPTIONAL,
-- Note 1


activeMC


BOOLEAN,


conferenceID


ConferenceIdentifier,


conferenceGoal


CHOICE


{



create



NULL,



join



NULL,



invite



NULL,



...,



capability-negotiation

NULL,



callIndependentSupplementaryService

NULL


},


callServices


QseriesOptions  OPTIONAL,


callType


CallType,


...,


sourceCallSignalAddress
TransportAddress OPTIONAL,


remoteExtensionAddress

AliasAddress OPTIONAL,


callIdentifier


CallIdentifier,


h245SecurityCapability

SEQUENCE OF H245Security OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


fastStart


SEQUENCE OF OCTET STRING OPTIONAL,


mediaWaitForConnect

BOOLEAN,


canOverlapSend


BOOLEAN,


endpointIdentifier

EndpointIdentifier OPTIONAL,


multipleCalls


BOOLEAN,


maintainConnection

BOOLEAN,


connectionParameters

SEQUENCE
-- additional gateway parameters


{



connectionType


ScnConnectionType,



numberOfScnConnections

INTEGER (0..65535),



connectionAggregation

ScnConnectionAggregation,


...,

bandWidthDetails

BandWidthDetails OPTIONAL


} OPTIONAL,


language


SEQUENCE OF IA5String(SIZE (1..32)) OPTIONAL, 

-- RFC1766 language tag


presentationIndicator

PresentationIndicator,


screeningIndicator

ScreeningIndicator,

serviceControlURL

IA5String (SIZE(1..512)) OPTIONAL,

symmetricOperationRequired
BOOLEAN OPTIONAL,

capacity


CallCapacity OPTIONAL

}

TransportQOS ::= CHOICE

{


endpointControlled
NULL,


gatekeeperControlled
NULL,


noControl

NULL,


...,

endpointControlledServices SEQUENCE OF TransportQOSClassSupported, 

-- type of differentiated services class 

-- to be supported by the endpoint.

gatekeeperControlledServices
SEQUENCE OF TransportQOSClassSupported, 

-- type of differentiated services class 

-- to be supported by the gatekeeper.

}
RegistrationRequest ::= SEQUENCE --(RRQ)

{


requestSeqNum


RequestSeqNum,


protocolIdentifier

ProtocolIdentifier,


nonStandardData

NonStandardParameter OPTIONAL,


discoveryComplete

BOOLEAN,


callSignalAddress

SEQUENCE OF TransportAddress,


rasAddress


SEQUENCE OF TransportAddress,


terminalType


EndpointType,


terminalAlias


SEQUENCE OF AliasAddress OPTIONAL,


gatekeeperIdentifier

GatekeeperIdentifier  OPTIONAL,


endpointVendor


VendorIdentifier,


...,


alternateEndpoints

SEQUENCE OF Endpoint OPTIONAL,


timeToLive


TimeToLive OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,


keepAlive


BOOLEAN,


endpointIdentifier

EndpointIdentifier OPTIONAL,


willSupplyUUIEs

BOOLEAN,


maintainConnection

BOOLEAN,


supportsAnnexECallSignalling 
BOOLEAN,

transportQOS


TransportQOS OPTIONAL

}

RegistrationConfirm ::= SEQUENCE --(RCF)

{


requestSeqNum


RequestSeqNum,


protocolIdentifier

ProtocolIdentifier,


nonStandardData

NonStandardParameter OPTIONAL,


callSignalAddress

SEQUENCE OF TransportAddress,


terminalAlias


SEQUENCE OF AliasAddress OPTIONAL,


gatekeeperIdentifier

GatekeeperIdentifier  OPTIONAL,


endpointIdentifier

EndpointIdentifier,


...,



alternateGatekeeper

SEQUENCE OF AlternateGK OPTIONAL,


timeToLive


TimeToLive OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,


willRespondToIRR

BOOLEAN,


preGrantedARQ


SEQUENCE


{



makeCall



BOOLEAN,



useGKCallSignalAddressToMakeCall
BOOLEAN,



answerCall



BOOLEAN,



useGKCallSignalAddressToAnswer
BOOLEAN,



...,



irrFrequencyInCall


INTEGER (1..65535) OPTIONAL,


-- in seconds; not

-- present if GK 










-- does not want IRRs



totalBandwidthRestriction

BandWidth OPTIONAL,
-- total limit for all 

-- concurrent calls



useAnnexECallSignalling

BOOLEAN


} OPTIONAL,


maintainConnection

BOOLEAN,

serviceControlURL

IA5String (SIZE(1..512)) OPTIONAL,

additiveRegistrationSupport
BOOLEAN,

terminalAliasPattern

SEQUENCE OF AddressPattern OPTIONAL,

supportedPrefixes

SEQUENCE OF SupportedPrefix OPTIONAL,

transportQOS


TransportQOS OPTIONAL

}

AdmissionRequest ::= SEQUENCE --(ARQ)

{


requestSeqNum


RequestSeqNum,


callType


CallType,


callModel


CallModel OPTIONAL,


endpointIdentifier

EndpointIdentifier,


destinationInfo

SEQUENCE OF AliasAddress OPTIONAL,
-- Note 1


destCallSignalAddress

TransportAddress OPTIONAL,

-- Note 1


destExtraCallInfo

SEQUENCE OF AliasAddress OPTIONAL,


srcInfo



SEQUENCE OF AliasAddress,


srcCallSignalAddress

TransportAddress OPTIONAL, 


bandWidth


BandWidth,


callReferenceValue

CallReferenceValue,


nonStandardData

NonStandardParameter OPTIONAL,


callServices


QseriesOptions  OPTIONAL,


conferenceID


ConferenceIdentifier,


activeMC


BOOLEAN,


answerCall


BOOLEAN,
-- answering a call


...,


canMapAlias


BOOLEAN,
-- can handle alias address


callIdentifier


CallIdentifier,


srcAlternatives

SEQUENCE OF Endpoint OPTIONAL,


destAlternatives

SEQUENCE OF Endpoint OPTIONAL,


gatekeeperIdentifier

GatekeeperIdentifier OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,


transportQOS


TransportQOS OPTIONAL,


willSupplyUUIEs

BOOLEAN,

additiveRegistration

BOOLEAN,

terminalAliasPattern

SEQUENCE OF AddressPattern OPTIONAL,

gatewayDataRate

DataRate OPTIONAL,

capacity


CallCapacity OPTIONAL,

bandWidthDetails

BandWidthDetails OPTIONAL

}

AdmissionConfirm ::= SEQUENCE --(ACF)

{


requestSeqNum


RequestSeqNum,


bandWidth


BandWidth,


callModel


CallModel,


destCallSignalAddress

TransportAddress,


irrFrequency


INTEGER (1..65535) OPTIONAL,


nonStandardData

NonStandardParameter OPTIONAL,


...,


destinationInfo

SEQUENCE OF AliasAddress OPTIONAL,


destExtraCallInfo

SEQUENCE OF AliasAddress OPTIONAL,


destinationType

EndpointType OPTIONAL,


remoteExtensionAddress

SEQUENCE OF AliasAddress OPTIONAL,


alternateEndpoints

SEQUENCE OF Endpoint OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,


transportQOS


TransportQOS OPTIONAL,


willRespondToIRR

BOOLEAN,


uuiesRequested


UUIEsRequested,


language


SEQUENCE OF IA5String(SIZE (1..32)) OPTIONAL, 

-- RFC1766 language tag


useAnnexECallSignalling
BOOLEAN,


bandWidthDetails

BandWidthDetails OPTIONAL

}

AdmissionRejectReason ::= CHOICE

{


calledPartyNotRegistered
NULL,
-- cannot translate address


invalidPermission

NULL,
-- permission has expired


requestDenied


NULL,
-- no bandwidth available


undefinedReason

NULL,


callerNotRegistered

NULL,


routeCallToGatekeeper

NULL,


invalidEndpointIdentifier
NULL,


resourceUnavailable

NULL,


...,


securityDenial


NULL,


qosControlNotSupported

NULL,


incompleteAddress

NULL,


routeCallToSCN


SEQUENCE OF PartyNumber,


aliasesInconsistent

NULL,
-- multiple aliases in request identify distinct people


exceedsCallCapacity

NULL
-- destination does not have the capacity for this call

}

BandwidthRequest ::= SEQUENCE --(BRQ)

{


requestSeqNum


RequestSeqNum,


endpointIdentifier

EndpointIdentifier,


conferenceID


ConferenceIdentifier,


callReferenceValue

CallReferenceValue,


callType


CallType OPTIONAL,


bandWidth


BandWidth,


nonStandardData

NonStandardParameter OPTIONAL,


...,


callIdentifier


CallIdentifier,


gatekeeperIdentifier

GatekeeperIdentifier OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,


answeredCall


BOOLEAN,


capacity


CallCapacity OPTIONAL,


bandWidthDetails

BandWidthDetails OPTIONAL

}

BandwidthConfirm ::= SEQUENCE --(BCF)

{


requestSeqNum


RequestSeqNum,


bandWidth


BandWidth,


nonStandardData

NonStandardParameter OPTIONAL,


...,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,


capacity


CallCapacity OPTIONAL,


bandWidthDetails

BandWidthDetails OPTIONAL

}

BandwidthReject ::= SEQUENCE --(BRJ)

{


requestSeqNum


RequestSeqNum,


rejectReason


BandRejectReason,


allowedBandWidth

BandWidth,


nonStandardData

NonStandardParameter OPTIONAL,


...,


altGKInfo


AltGKInfo OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,


allowedBandWidthDetails
BandWidthDetails OPTIONAL

}

BandRejectReason ::= CHOICE

{


notBound


NULL,
-- discovery permission has aged


invalidConferenceID

NULL,
-- possible revision


invalidPermission

NULL,
-- true permission violation


insufficientResources

NULL,


invalidRevision

NULL,


undefinedReason

NULL,


...,


securityDenial


NULL

}

LocationRequest ::= SEQUENCE --(LRQ)

{


requestSeqNum


RequestSeqNum,


endpointIdentifier

EndpointIdentifier OPTIONAL,


destinationInfo

SEQUENCE OF AliasAddress,


nonStandardData

NonStandardParameter OPTIONAL,


replyAddress


TransportAddress,


...,


sourceInfo


SEQUENCE OF AliasAddress OPTIONAL,


canMapAlias


BOOLEAN,
-- can handle alias address


gatekeeperIdentifier

GatekeeperIdentifier OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,

transportQOS


TransportQOS OPTIONAL

}

LocationConfirm ::= SEQUENCE --(LCF)

{


requestSeqNum


RequestSeqNum,


callSignalAddress

TransportAddress,


rasAddress


TransportAddress,


nonStandardData

NonStandardParameter OPTIONAL,


...,


destinationInfo

SEQUENCE OF AliasAddress OPTIONAL,


destExtraCallInfo

SEQUENCE OF AliasAddress OPTIONAL,


destinationType

EndpointType OPTIONAL,


remoteExtensionAddress

SEQUENCE OF AliasAddress OPTIONAL,


alternateEndpoints

SEQUENCE OF Endpoint OPTIONAL,


tokens



SEQUENCE OF ClearToken OPTIONAL,


cryptoTokens


SEQUENCE OF CryptoH323Token OPTIONAL,


integrityCheckValue

ICV OPTIONAL,


supportsAnnexECallSignalling 
BOOLEAN,

transportQOS


TransportQOS OPTIONAL

}

[End Modifications]

Appendix IV

Modifications to H.225.0 Annex G

[Editor’s comment:  The material in this Appendix is for further review in the light of the adoption of the generic QoS bearer description.]
A4.1
Text Changes in H.225.0 Annex G

[Editor’s comments: 

· APC 1669 indicates that a transportQOS should be added to the ContactInformation structure.  In the Decided Annex G, this field is already present.

· APC 1669 indicates that a transportQOS field should be added to the AccessConfirmation message.  However, this information is already available through the templates field: templates->routeInfo->contacts->transportQOS, so it is not added.]

[Begin Modifications]

1.8.2.17 Access Request

...

Field
Description

DestinationInfo
This is the address to be resolved.

sourceInfo
This is information about the originating party of the call to which access is requested. 

CallInfo
This provides identification of the particular call for which access authorization is requested. If not present, then the request is for indefinite calls to the specified destinations.

UsageSpec
This indicates the usage messages that the originating party requests the answering party to send regarding the call requested in this message. Applies only if CallInfo is present.

transportQOS
An endpoint may use this to indicate its capability to reserve transport resources.

[Editor’s comments: 

· It appears that transportQOS is useful only if the optional sourceInfo is present.  If so, the text should state this restriction.  It also should be stated that this information applies to the endpoint requesting access.

· It might be preferable to add the transportQOS field to the PartyInformation structure.  Then it would be available through the sourceInfo field.
· Is a reject reason related to QOS needed in the AccessRejection message (as in the ARJ)?]
[End Modifications]

A4.2
ASN.1 Changes in H.225.0 Annex G

[Begin Modifications]

AccessRequest ::= SEQUENCE

{


destinationInfo
PartyInformation,


sourceInfo

PartyInformation OPTIONAL,


callInfo

CallInformation OPTIONAL,


usageSpec

UsageSpecification OPTIONAL,


...,

transportQOS
TransportQOS OPTIONAL

}

[End Modifications]

__________________

APPENDIX V

Definitions of QoS Classes

[Ed Note: The material in this Appendix was replaced by the Generic Bearer Description in Section 3 of this Annex.  Detailed review of the content of this Appendix is still required to ensure that the generic bearer approach in Section 3 can be used to represent all the classes expressed here.  If this proves to be the case this Appendix will be removed.]

10.x.2.4
Media traffic and QOS characteristics

The traffic and QOS characteristics for each medium of H.323 multimedia applications described earlier can be summarized as shown in Table 2.  The bit error rate (BER) in the application layer is the combined error rate contributed to by both the random bit error rate in the facilities of the transport layer as well as by the packet/cell loss rate that occurs when the H.323 bit streams are transferred over packet- or cell-based networks. 

The random bit error rate of the transport facilities remains almost fixed for a given network. But the packet/cell loss rate over the packet/cell-based transport network can be controlled through various control mechanisms.  Therefore, the bit error rate parameter of Table 2 should primarily be a measure of the bit errors that are caused due to the packet/cell losses and not the random bit errors of the transmission facilities.

Table 2: H.323 Media/Application Traffic and QOS Characteristics

Media/

Appli-

cation


Traffic Charac-teristics


QOS Parameters





Bitrate Parameters

(Guarantees Desirable)
End-to-End

Delay/Delay-Variation/

Bit-Error-Rate 

Parameters

(Guarantees Desirable)



Audio/

Video

(Real-Time)
CBR
PBR
-
-
-
Delay
Delay Variation

(Delay Jitter)


Bit Error Rate



Audio/

Video

(Real-Time)
VBR
PBR
SBR
MBS
-
Delay
Delay Variation

(Delay Jitter)


Bit Error Rate 



Data

(Non-Real

Time)


VBR
PBR
SBR
MBS
-
-
-
Bit Error Rate 



Data

(Non-Real

Time)


ABR
PBR
-
-
MBR
-
-
Bit Error Rate 



The attributes and characteristics for each medium can further be explained as follows:

· The CBR traffic of time-sensitive real-time audio and video requires a fixed amount of bandwidth or bitrate (expressed in bits per second), defined by the PBR. CBR requires tightly constrained end-to-end delay (EED) and end-to-end delay variation (EEDV) because real-time audio and video cannot tolerate variations in delay.

· The VBR traffic of time-sensitive real-time audio and video requires a time varying rate constrained to a PBR and an average rate defined by the SCR and MBS in terms of the worst-case bandwidth pattern. VBR also requires tightly constrained end-to-end delay (EED) and end-to-end delay variation (EEDV) because real-time audio or video cannot tolerate variations in delay.

· The VBR traffic of non-real-time data requires a time varying rate constrained to a PBR and an average rate defined by the SBR and MBS in terms of the worst-case bandwidth pattern. Non-real-time VBR traffic does not need to support tightly constrained end-to-end delay (EED) and end-to-end delay variation (EEDV).

The desirable bitrate and delay/bit-error-rate parameters for each medium need to be guaranteed on an end-to-end basis in order to provide guaranteed quality for an H.323 multimedia application.  If a service guarantees all parameters on an end-to-end basis, this service is defined as a guaranteed H.323 service category.

The packet-based transport networks that are used to transfer the different media of the H.323 application may or may not be able to provide guarantees for all parameters of all media on an end-to-end basis.  In a worst case scenario, an IP network may provide best effort service and not guarantee any performance parameters.  However, the IETF is defining standards that will provide different QOS levels at the network layer over an IP network. The ITU-T and ATM Forum have defined various QOS classes at the link layer for the ATM network.

This situation leads to the fact that the H.323 application layer should define the different levels of service at the application layer in a transport independent way that can take advantage of the different QOS levels/classes at the network/link layer. 

H.323 QOS service classes are defined as various combinations of different levels of guarantees of of two groups of parameters: bitrate and delay/delay-variation/bit-error-rate.  An end user can then use any one of these service classes to differentiate services that seem to be appropriate considering the cost-performance tradeoffs.  A service provider can also offer services to meet the appropriate service class requirements.

10.x.3
H.323 QOS service classes

Based on the above characterization of parameters affecting the QOS of H.323 media streams, H.323 QOS service classes are defined.  An end user shall be able to request the appropriate classes of services at the H.323 application level depending on the cost-performance trade-offs, if an endpoint supports those classes of service.

Tables 3 and 4 show the bitrate and delay-error classes, respectively. An H.323 application level service class is uniquely specified as a combination of a specific bitrate class (BRC) and a delay-error class (DEC). 

It may be noted that the traffic bit streams of an H.323 entity may be packetized at the source before transmission over the packet network and de-packetized at the destination after receipt from the packet network before delivery to the H.323 entity.  However, the packet or cell level QOS is not addressed in the context of the H.323 bitrate or delay-error classes.

Table 3/H.323 – H.323 Bitrate Classes (BRC)

Bitrate Class

(BRC)


Bitrate Parameter




PBR
SBR
MBS
MBR

BRC1


Specified


Not Specified
Not Specified
Not Specified

BRC2
Specified
Specified
Specified


Not Specified



BRC3


Specified


Not Specified
Not Specified
Specified

BRC4


Specified 

(Not subject to any kind of call admission control or usage parameter control procedures)


Not Specified
Not Specified
Not Specified

Table 3 specifies the following H.323 bitrate classes:

· Bitrate Class One (BRC1): Only PBR is specified (e.g., CBR-based audio/video).

· Bitrate Class Two (BRC2): PBR, SBR, and MBS are specified (e.g., VBR-based audio/video, data/T.120 applications) .

· Bitrate Class Three (BRC3): Only PBR and MBR are specified (e.g., data/T.120 applications).

· Bitrate Class Four (BRC4): Only PBR is specified, but it is not subject to any kind of call admission control or usage parameter control (e.g., email).

Table 4 specifies the following H.323 delay-error classes:

· Delay-Error Class One (DEC1): EED, EEDV, and BER are specified (e.g., CBR or VBR-based real-time audio/video).

· Delay-Error Class Two (DEC2): Only EED and EEDV are specified (e.g., CBR or VBR-based real-time audio/video) .

· Delay-Error Class Three (DEC3): Only BER is specified (e.g., data/T.120 applications).

Table 4/H.323 – H.323 Delay-Error Classes (DEC)

Delay-Error Class

(DEC)


End-to-End Delay (EED)/End-to-End Delay-Variation (EEDV)/

Bit-Error-Rate (BER) Parameter




EED
EEDV
BER



DEC1


Specified
Specified
Specified



DEC2


Specified
Specified
Not Specified



DEC3


Not Specified
Not Specified
Specified  



A close examination will reveal the fact that the media/applications need some kind of QOS related services. The requirements, especially related to the delay-error classes, impose the most severe constraints that need to be satisfied for end-to-end communications.  In this context, there may have to be a differentiation between the services that are guaranteed meeting the stringent requirements and the services that are provided meeting less stringent requirements. The IETF, ITU-T, and ATM Forum have also specified (or are considering to specify) the lower network/link layer services somewhat along the lines described earlier.  In short, these services can be categorized into two separate classes:

· Guaranteed Service Class (GSC): EED and EEDV parameters are essential (e.g., CBR or VBR-based real-time audio/video)

· Controlled Service Class (CSC): EED and EEDV parameter are not required, but some kind of control for the bitrate parameter is required (e.g., data/T.120 applications)

Again, there can be other variations in other QOS parameters with a given service class such as GSC and CSC. Each service class can then be differentiated into further subclasses.

In the extreme, there can be a situation that a medium or application may not need any kind of services. This kind of service can be described as the Unspecified Service Class (USC), also known as best-effort service.

The following sections describe the service classes and their subclasses more elaborately.

10.x.3.1 Guaranteed Service Class

Time-sensitive real-time audio and video are intolerant of delay variation and  require guaranteed service for two-way communication. This kind of service is defined as the guaranteed service class (GSC).  The GSC service only accepts or uses specific values for the delay and the delay variation parameter in addition to other parameters. That is, if the delay and the delay variation parameters are not present, the service is not considered the GSC. The guaranteed service class requires the reliable delivery of traffic maintaining the specified QOS constraints on end-to-end basis. The word “guaranteed” may not be taken as an absolute state. In the context of the packet/cell-based network, “guaranteed” may be approximated and imprecise to a certain extent in terms of delays and  delay variations and bit error rates. GSC can be defined as a predictable service that a user can request for the duration of a particular session.

This service will be requested for applications like real-time interactive audio and video where there is an inherent reliance on time synchronization based on accurate timing between the traffic source and destination.

Table 5 shows the QOS characteristics for the guaranteed service subclasses along with some example applications. The time-sensitive real-time applications like audio and video have the stringent delay and delay variation requirements, while the traffic characteristics can be CBR or VBR. However, these applications can tolerate some errors. The presence of the end-to-end delay (EED) and end-to-end delay variation (EEDV) parameter will uniquely specify that this is a guaranteed service class (GSC). The difference in CBR, VBR, and/or BER parameter requirements need be addressed by classifying the GSC further. Based on these criteria, the guaranteed service class (GSC) has further been categorized as follows:

· Guaranteed Service Class One (GSC1): This service consists of BRC1 (PBR) and DEC1 (EED, EEDV, BER).  This class could be appropriate for CBR audio/video, for example.

· Guaranteed Service Class Two (GSC2): This service consists of BRC1 (PBR) and DEC2 (EED, EEDV).  This class could be appropriate for CBR audio/video, for example.  In some situations, an end user may not need to specify the BER requirement for the application.

· Guaranteed Service Class Three (GSC3): This service consists of BRC2 (PBR, SBR, MBS) and DEC1 (EED, EEDV, BER).  This class could be appropriate for real-time VBR audio/video, for example.

· Guaranteed Service Class Four (GSC4): This service consists of BRC2 (PBR, SBR, MBS) and DEC2 (EED, EEDV). This class could be appropriate for real-time VBR audio/video, for example.  In some situations, an end user may not need to specify the BER requirement for the application.

Table 5/H.323 – GSC QOS Characteristics for Example Applications

Guaranteed Services Class

(GSC)

[Example real-time applications]


Guaranteed QOS Parameters


Remarks


Bitrate Class

(BRC)


Delay-Error Class

(DEC)




GSC1

[CBR Audio,

CBR Video]


BRC1

(PBR)


DEC1

(EED, EEDV, BER)


Presence of the “Delay/Delay Variation” parameter will uniquely indicate that this is a Guaranteed Service Class (GSC)



GSC2

[CBR Audio,

CBR Video]


BRC1

(PBR)


DEC2

(EED, EEDV)




GSC3

[Real-Time-VBR Audio,

Real-Time-VBR Video]


BRC2

(PBR, SBR, MBS)


DEC1

(EED, EEDV, BER)




GSC4

[Real-Time-VBR Audio,

Real-Time-VBR Video]


BRC2

(PBR, SBR, MBS)


DEC2

(EED, EEDV)




10.x.3.2 Controlled Service Class

Non-time-sensitive, non-real-time data does not require stringent service guarantees, especially for the induced delay and delay variation.  This kind of application may have the ability to adapt to network conditions. The applications can always wait for the bit streams before the application actually processes the information data.  This service is defined as the controlled service class (CSC). 

The absence of the delay, delay variation and the bitrate class 4 (BRC4) parameter uniquely indicates that the service is the controlled service class (CSC).  That is, the CSC service does not use the delay or delay variation parameters although it uses at least one other performance parameter from the bitrate class (BRC) other than the BRC4.

Table 6 shows the QOS characteristics for the controlled service subclasses along with some example applications.  Non-real-time applications like T.120 (e.g., still image, file transfer) and fax have the ability to adapt to the underlying transport network conditions. They do not have stringent delay and delay variation requirements like real-time audio or video applications. However, they have bitrate requirements that are subject to call admission control or usage parameter control procedures because of their ability to adapt to network conditions . These characteristics of a service, as described earlier, uniquely specify that this is a controlled service class (CSC).

However, the available network resources may not always be able to meet the BRC and DBC requirements precisely. The H.323 application may experience a certain amount of additional induced delay or possibly more bit errors at the application level due to dropped packets/cells under congestion situations at the network/link layer.  The degree at which traffic may be dropped or delayed should be slight enough for the adaptive applications to function without noticeable or unacceptable degradation.  The different categories of the CSC are classified so that both end users can request further differentiating services depending on the cost-performance trade-offs. The main purpose of the CSC is to characterize the traffic parameters to provide better performance than the unspecified service class (USC) using best-effort.

The difference in bitrate (PBR, SBR, MBS, MBR) and bit error rate (BER) parameter requirements demand that the CSC further be classified. Based on these criteria, the controlled service class has further been categorized as follows:

· Controlled Service Class One (CSC1): This service consists of BRC2 (PBR, SBR, MBS) and DEC3 (BER).

· Controlled Service Class Two (CSC2): This service consists of BRC2 (PBR, SBR, MBS).

· Controlled Service Class Three (CSC3): This service consists of BRC3 (PBR, MBR) and DEC3 (BER).

· Controlled Service Class Four (CSC4): This service consists of BRC3 (PBR, MBR).

Some networks, in certain situations, may not be able to provide guaranteed service for real-time traffic, and therefore no guarantee of all QOS parameters of the real-time traffic can be obtained on an end-to-end basis at the application level.  In this case, the real-time traffic will be forced to be sent as the controlled service class.  An application that uses real-time media, like audio and video, may provide a traffic specification containing the BRC and DBC parameters of the controlled service so that it can receive a level of service better than the unspecified service class (or the best-effort). 

In turn, the underlying transport network handling the controlled service request ensures that sufficient resources are available to accommodate the request to offer services better than the unspecified service class. 

Table 6/H.323 –  CSC QOS Characteristics for Example Applications

Controlled Service Class

(CSC)

[Example Applications]


QOS Parameters


Remarks


Bitrate Class

(BRC)


Delay-Error Class

(DEC)




CSC1

[T.120

(e.g., Still Image,

File Transfer),

Fax]


BRC2

(PBR, SBR, MBS)


BRC3

(BER)


Absence of the “Delay/Delay Variation” parameter and not using the bitrate class 4 (BRC4) will uniquely indicate that this is a Controlled Service Class (CSC)



CSC2

[T.120

(e.g., Still Image,

File Transfer),

Fax]


BRC2

(PBR, SBR, MBS)
(No parameter related to delay, delay variation or error is specified)




CSC3

[T.120

(e.g., Still Image,

File Transfer),

Fax]


BRC3

(PBR, MBR)


BRC3

(BER)




CSC4

[T.120

(e.g., Still Image,

File Transfer),

Fax]


BRC3

(PBR, MBR)


(No parameter related to delay, delay variation or error is specified)




10.x.3.3 Unspecified Service Class

An end user may be willing to accept any service that is available from the underlying transport network.  This level of service to an application is known as the unspecified service class (USC), and service is expected to be provided by the underlying transport network(s) using best-effort capability.  The presence of bitrate class four (BRC4), with no specification of the delay-error class, will uniquely specify that this is the USC class service.  In this service class, no QOS parameter is guaranteed or controlled, and the underlying packet/cell transport network makes an attempt to deliver the traffic successfully as far as practicable after delivering the guaranteed and controlled-load traffic.

Table 7: USC QOS Characteristics for Example Applications

Example Applications
QOS Parameters


Remarks


Bitrate Class

(BRC)


Delay-Error Class

(DEC)




T.120

(e.g., File Transfer),

fax
BRC4

(PBR)

(Not subject to any kind of call admission control or usage parameter control procedures)


(No parameter related to delay, delay variation or error is specified)


The presence of the bitrate class 4 (BRC4) and absence of any delay-error class (DEC) will uniquely indicate that this is a “Unspecified Service Class (USC)”
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