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Introduction

This contribution is aimed at providing a feasibility analysis of a proxy-based solution to the NAT traversal problem where proxies are located in a public network in the hope that together with another contribution to this ITU-T SG 16 meeting, which is focused on necessity analysis, both necessity and feasibility of providing proxy-based solutions can be established.

Because of the scarcity of IPv4 public addresses, private addresses had to be introduced. As a result, a NAT is necessary to carry out communications between a public network and a private network by functioning as a network address translator. However, the existence of the NAT also causes many problems for streams of certain types of protocols like SIP and H.323 to correctly pass through it. To help these specific protocols to pass through the NAT, one has to use one of a few existing NAT traversal strategies like ALG, Midcom, proxy and tunnelling.

The difficulties of NAT traversal don’t lie in the traversal of ordinary datagrams which involves only the substitution of IP/TCP/UDP headers, but lie in the traversal of those multimedia-related protocols such as SIP, H.323, MGCP and H.248 because these protocols use dynamically negotiated addresses for media calls. The negotiation is conducted using some signalling protocols which carry private IP addresses, therefore when this kind of signalling traffic passes thorough the NAT to enter into the public network, the private IP addresses it carries should be replaced with corresponding public IP addresses. Many NAT/FW devices don’t support this kind of address replacement inside signalling traffic. However, a proxy can solve the problem with ease. 

The following figure shows a typical networking scheme for solving NAT traversal problem using a proxy.
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Figure 1 - A typical networking scheme for proxy-based NAT traversal 
From a functional point of view, the proxy can be thought of as consisting of two parts: a signalling proxy for processing signalling and a media proxy for processing media streams.

Signalling Proxy

To a multimedia terminal, the signalling proxy looks like a server, which takes care of the terminal’s registration and call handling. The terminal first sends its request messages for registration and call setup to the proxy which in turn sends the messages to the a true server after performing appropriate processing. To the server, the proxy looks like a terminal, the server sends the call setup request from a calling terminal for a called terminal to the proxy and then the proxy relays the call to the called terminal. The signalling proxy should be protocol gnostic, i.e., it should be able to obtain the necessary information for address transformation through signalling processing and analysis. 

Media Proxy

A terminal in the private network’s multimedia communications with terminals outside the private network (located either in the public network or a different private network) should be processed and proxyed by a media proxy. The media proxy sets the addresses of the both parties’ media streams to the proxy’s own addresses. The media proxy also performs legitimacy checking on datagrams and decides whether and how to forward datagrams.
As for the network location of the proxy, there are mainly three scenarios:

(1)
In the private network

(2)
In the public network

(3)
On the edge between the private network and the public network

For scenario (1), it is a typical situation for enterprise networks. For scenario (3), a proxy located on the edge between the private network and the public network is directly accessible to a terminal inside the private network, so there is no such problem as NAT traversal. Scenario (2) is a very important case with great potential for telco operators and ISP/NSP for study, which has regretfully not been adequately studied. It is our major concern. In this contribution, we are mainly concerned with public network-located proxies. As for feasibility analysis, there are many aspects to cover, however, we think the most important issues are the NAT traversal of SIP and H.323 with the help of a full proxy. Therefore, this contribution will be focused on these two key issues.

There are still two subcases for consideration under the public network-located scenario:

Subcase 1:
The server is located in the public network

Subcase 2:
The server is located in a private network other than the private network where terminals are located.

When a server is in the private network, it becomes totally invisible to terminals in another private network, which brings about high security. These two subcases are illustrated in the following figure:
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Figure 2 - Subcase 1-The server is in a public network
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Figure 3 - Subcase 2-The server is in a private network

A proxy-based solution for SIP traversal

For the NAT traversal problem for the SIP protocol, there are three procedures for consideration: (1) Registration of the terminal with the SIP server, (2) Call establishment, (3) Media streams processing. The descriptions of these three processes are provided one by one.
Procedure for terminal registration with a SIP server

The procedure is as shown in the following figure followed by a step-by-step description.
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Figure 4 Procedure for terminal registration with the SIP server

1)
The terminal in the private network sends a registration request message. The registration request datagram’s header contains the private address/port (denoted as uA:uP)of the terminal as the required source address/port and the datagram’s payload contains the private address/port of the terminal as the required contact address/port. 

2)
On the reception of this registration request, the NAT of this private network assigns a public address and corresponding ports (denoted as nA:nP) for this registration message and replaces the source address/port information contained in the datagram header with this assigned address/port information, then forwards the message. The address/port replacement is only applied to the source address/port; the contact address/port remains intact. This is the limitation of the NAT, it performs address/port replacement only at levels lower than signalling protocols used for dynamic negotiation.
3)
After the proxy receives the registration request datagrams, it assigns another set of public address and ports (denoted as sA:sP) for the registration message which are to be used for the purpose of registration signalling. Then the proxy replaces the source address/port and the contact address/port contained in the registration datagrams with sA:sP. Finally, the proxy forwards the registration message on to the SIP server.
4)
On the reception of the registration request, the SIP server (softswitch) authenticates the terminal. If the outcome of the authentication is positive, the SIP server will send a registration reply message to the terminal thorough the proxy.

5)
The proxy gets the reply message sent by the SIP server, then performs reverse address/port replacement, i.e., it replaces the source address/port and the contact address/port information contained in the reply message with uA:uP and nA:nP respectively. The reply message is forwarded by the proxy to the NAT of the private network where the registration request is from.
6)
The NAT reversely replaces the source address/port with uA:uP and then sends the reply to the terminal requesting registration. 

7)
The proxy periodically updates the NAT’s address mapping table entries by sending datagrams to the NAT to keep this table’s relevant entries unchanged over the entire session. 

Procedure for call setup
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Figure 5 - Procedure for call establishment

1)
The caller sends an Invite message. The Invite datagram’s header contains the private address/port (denoted as uA:usP)of the caller’s terminal as the required source address/port and the datagram’s payload contains the private address/port of this terminal as the required contact address/port.
2) On the reception of this Invite message, the NAT of this private network assigns a public address and corresponding ports (denoted as n1A:n1P) for this registration message and replaces the source address/port information contained in the datagram header with this assigned address/port information, then forwards the message. The address/port replacement is only applied to the source address/port; the contact address/port remains intact.
3) After the full proxy on the caller’s side receives the Invite message datagram, it assigns another set of public address and ports (denoted as s1A:s1P) for the Invite message which are to be used for the purpose of call setup signalling. Then the caller’s proxy replaces the source address/port and the contact address/port contained in the registration datagram with s1A:s1P. Finally, the caller’s proxy forwards the registration message on to the SIP server.


4)
The SIP server (softswitch) receives the Invite message and relays it to the full proxy on the callee’s side.

5)
The full proxy on the callee’s side assigns media streams reception address/port and signalling address/port (downstream direction), and replaces the address in the IP header and payload, then forwards the Invite message. 
6)
The NAT of the callee’s private network modifies the header information of the Invite datagram, which it receives and sends the modified version to the callee. 

7)
The callee’s terminal sends the response (with status code 1xx in the SIP protocol),the callee’s terminal’s media reception address/port is set to its own private network address/port. 

8)
The response passes through the callee’s NAT to reach the callee’s proxy, the proxy assigns media reception address/port (upstream direction) for this session, does address/port replacement accordingly, and then sends the message on to the SIP server.
9)
The SIP server forwards the response message to the caller’s full proxy.

10)
The caller’s proxy receives the response message and then assigns media reception address/port (downstream direction) for this session, replaces the address/port in IP header and payload accordingly, and sends the message to the caller.
11)
The callee sends state code 200 to indicate that the call has been successfully established. The procedure is similar to the processing of 1xx response. (The caller’s ACK response and other messages are to follow, their procedures are all like that of the processing of 1xx response.)

12)
After the call is successfully set up, the caller and the callee start multimedia interaction, the proxies carry out the proxy of media streams.

13)
When either party sends a BYE request going through the proxies to the other party and the other party responds to this request, the session will terminate.

Procedure for media streams processing

1)
The call setup signalling exchanges before the arrival of RTP datagrams have provided the proxies with the necessary information about the media streams from which the proxies have extracted the useful information including RTP address/port transformation, bandwidths, directions, etc. of the media streams.
2)
The proxies use the abovementioned information to execute security check and media address/port transformation on the media streams, and then forward the media streams.
Use of the same ports for transmission and reception

A fundamental requirement is that the terminal’s transmission and reception ports should be the same. If the ports for media transmission and the ports for media reception are not the same, problems will arise. One of these problems can be illustrated using the following figure. In this situation, terminal 1 can successfully sends media streams to terminal 2 whilst the media streams sent by terminal 2 cannot correctly reach terminal 1. Sometimes this kind of problem is called half-pass (unidirectional-pass).

The intrinsic cause for half-pass problem is that audio/video (RTP/RTCP) streams have directionality. In the above situation, terminal 1’s ports for media transmission are not the same as those for media reception. The proxy can detect through learning the transmission ports of media streams on a terminal, but learning is useless when it comes to the reception ports if they are not the same as the transmission ports because the reception ports don’t send datagrams. Since the proxy cannot determine through learning to which ports of terminal 1 it should send the media streams from terminal 2, then the problem will occur.
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Figure 6 - Half-pass happens when the ports for media transmission are not the same as those for media reception on the terminal

As a result, it is an essential requirement that the ports for media transmission and those for media reception should be the same to avoid half-pass. The addition of a device or software module can easily solve the problem of keeping these two kinds of ports the same. 

A proxy-based solution for H323 traversal

The H.323 call setup procedure

What makes the H.323 traversal much different from the SIP traversal is the H323 call setup process. The H.323 registration process and media processing process are very similar to those of SIP. The H.323 call setup involves the use of the TCP protocol, which has some problems with NAT traversal. One example of the use of TCP in the H.323 call setup process is Q.931 when it negotiates H.245 signalling addresses.

TCP needs three handshakes to establish a connection between two terminals. The handshakes have directionality. Figure 7 illustrates this special situation. 
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Figure 7 Three handshakes for TCP connection establishment

As a terminal (terminal 2) in the private network listens for incoming traffic from a terminal (terminal 1) in the public network or another private network on a particular TCP port, it requires terminal 1 to first send a SYN message (requesting connection establishment)to terminal 2. But terminal 2 hasn’t sent any data from this particular port to give the NAT a chance to learn this port. As a result, the NAT after receiving the SYN message from terminal 1 doesn’t know to which port it should forward the SYN message. Therefore, the SYN message from terminal 1 cannot reach terminal 2 and the connection cannot be established. This problem is shown in Figure 8.
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Figure 8 - SYN message fails to reach its destination

One possible solution
From the above analysis, if the NAT has the corresponding TCP address/port mapping information, the TCP traffic can pass through the NAT correctly. Towards this end, two devices can be introduced to dynamically create mapping table entries on the NAT and then notify the proxy of the addresses behind the NAT. Figure 9 shows how the two additional devices are to be deployed in the network.
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Figure 9 NAT traversal enhancement using two additional devices - Traversal Server and Client

The two types of device to be added are called Traversal Client and Traversal Server. The Traversal Client is located in the private network whilst the Traversal Server is located outside the private network.
The Traverse Client can be a hardware device or a software running on a PC. The Traversal Server can be implemented in on hardware device together with a proxy. 

The proxy tells the Traverse Server to create a specific entry including the following information: source address/port, destination address/port, etc. The Traversal Server then tells the Traversal Client which lies behind the NAT to create this specific entry.

The Traversal Client has many ways to create a NAT entry, say, by faking datagrams, or by using protocols like MIDCOM, UPnP.

Once the Traversal Client has successfully created the required NAT entry, it will notify the Traversal Server of the NAT entry it has created which in turn will notify the proxy of this entry. As a result, the proxy can send TCP SYN message from a terminal outside the private network to a terminal in the private network.

The way the communications amongst the Traverse Server, the Traversal Client and the proxy will be carried out is for further study.

It is well noticed that some types of NAT which perform very strict checking on traffic passing thorough them and status, and don’t support protocols like MIDCOM, UPNP etc. will frustrate such a scenario for creating NAT mapping entries using faked datagrams.
Other solutions

Other possible solutions do exist.

Modification of H.323 protocol stack

Extensions to the standard H.323 recommendation will also enable NAT traversal. However, it is not to be covered in this contribution how that can be done.
Two –tiered cascading of proxies

This method consists in deploying a proxy on the edge between the private network and the public network, which registers itself with a proxy located in the public network. The idea behind this scheme is that for the proxy, there is no special requirements for the server it communicates with, therefore a second proxy can be used as the server. See figure 10 for the networking scheme of a two-tiered proxy cascading.
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Figure 10 - A two-tiered proxy networking scheme

Tunnelling

The placement of a tunnelling terminal inside the private network and the implementation of a tunnelling server on the proxy will constitute a tunnel through the NAT. Many forms of tunnelling do exist like HTTP tunnelling, GRE tunnelling and L2TP tunnelling for the purpose of encapsulating data to be sent across the proxy. In this contribution, no more discussion will be given on the different technologies of tunnelling.
Conclusions
A public network-based proxy solution amongst different proxy scenarios is of particular interest to telco operators and other service providers, whose networking strategies are suitable for this kind of scenario. It is proposed proxy-based solutions for NAT and firewall traversal attract ITU-T SG 16 Question 5’s and other relating SGs’ concern and necessary studies be launched.
___________________
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